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Abstract 1 
 2 

Global Positioning System (GPS) radio occultation (RO) data has been broadly used in 3 

global and regional numerical weather predictions. Although assimilation with the bending angle 4 

often performs better than refractivity that is inverted from the upstream bending angle under 5 

spherical assumption and is sometimes associated with negative biases at the lower troposphere, 6 

it also requires a higher model top as used in global models. This study furnishes the feasibility 7 

of bending-angle assimilation in the prediction of heavy precipitation systems.      8 

The local RO operators for simulating bending angle and refractivity are implemented in 9 

the Weather Research and Forecasting (WRF)-Local Ensemble Transform Kalman Filter 10 

(LETKF) framework. The impacts of both RO data from the Constellation Observing System for 11 

Meteorology Ionosphere and Climate (COSMIC) are evaluated for predicting a heavy 12 

precipitation episode during SoWMEX-IOP8 in 2008. Results show that both the refractivity and 13 

bending angle give a positive contribution to the prediction of the heavy rainfall event.  14 

In comparison with the refractivity data, the advantage of assimilating the bending angle is 15 

identified in the lower troposphere for moisture gradient as a direct effect, and for the wind field 16 

as an indirect effect. The convergence near the surface is better sustained from the offshore to 17 

coastal region of southwestern Taiwan and thus generates a favorable condition for the 18 

development of heavy precipitation. Therefore, the analysis leads to rainfall forecast with a 19 

location and intensity very close to the observations.  20 

  21 



 3 

1. Introduction 1 

Heavy rainfall frequently appears in Taiwan during the early summer rainy seasons (mid-2 

May to mid-June, Chen and Chen 2003), especially over southwestern Taiwan (Chen et al. 3 

2007). In order to investigate the mechanism of the heavy rainfall in this region with complex 4 

terrain (Fig. 1a), the Southwest Monsoon Experiment (SoWMEX) and the Terrain-Influenced 5 

Mesoscale Rainfall Experiment (TiMREX) were conducted jointly during the period of 15 May 6 

to 30 June 2008 in the northern South China Sea (SCS), western coastal plain and mountain 7 

slope regions of southern Taiwan (Jou et al., 2011). The objectives of SoWMEX/TiMREX are to 8 

improve understanding of physical processes associated with the terrain-influenced heavy 9 

precipitation systems and the monsoon environment in which they are embedded and, ultimately, 10 

to better forecast heavy rain-producing convective systems. For flash flooding prediction, the 11 

intensity and location of the heavy rainfall are particularly important for issuing the disaster 12 

warning (Lin et al., 2001). However, the flash flood warning becomes a challenging task in 13 

Taiwan due to the complex terrain and limited observations associated with the kinematic and 14 

thermodynamic fields. The availability of the Global Positioning System (GPS) radio occultation 15 

(RO) observations provides the possibility to depict the temperature and moisture profiles of the 16 

atmosphere. In this study, we investigate whether the upstream product of the RO observations, 17 

the bending angle, could provide additional benefits in predicting an extreme heavy rainfall 18 

episode during the SoWMEX/TiMEX period, when nature was characterized by warm and 19 

humid conditions. 20 

During the recent years, the importance of the GPSRO observations has been well recognized 21 

in improving the global analysis and prediction with operational numerical weather prediction 22 

(NWP) systems (Healy and Thépaut, 2006; Healy, 2007, Cucurull, 2006, 2007; Cucurull and 23 
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Derber, 2008; Aparicio et al., 2009; Anlauf et al., 2011). Benefits are attributed to high accuracy 1 

and precision with high vertical resolution (2-60 m up to the stratosphere), all-weather capability 2 

with little shadowed by cloud, and an equal accuracy over either land or ocean. Mainly, 3 

improvements are identified in the temperature fields since the moisture concentrates in the low-4 

troposphere where the amount of the RO data is limited. In terms of the available amount of 5 

observations in the operational NWP system, Baker (2011) demonstrates that the COSMIC RO 6 

data provides highly useful observation impact and effectively reduces the 1-day forecast error. 7 

Aiming to assimilate the upstream GPSRO data, Healy (2007, 2008) uses the European Centre 8 

for Medium-range Forecasts (ECMWF) operational global 4D-Var system to show that the 9 

GPSRO bending angle data has a positive impact on the temperature analysis and forecast in the 10 

mid-upper troposphere and stratosphere. Cucurull (2012) suggests that assimilation of the RO 11 

bending angle can be more beneficial than RO refractivity data in terms of the NWP forecast 12 

skill, with the challenge of vertical water vapor gradients and larger residual errors from the 13 

ionospheric correction. However, among these works, the impact of GPSRO data on the low-14 

troposphere moisture is less clear. 15 

For regional weather prediction, studies have shown that assimilating the RO retrieved 16 

refractivity data is beneficial for predicting the typhoon track and heavy precipitation (Chen et al. 17 

2009; Kueh et al. 2009; Huang et al. 2005, 2010). Recently a case study by Liu et al. (2012) 18 

shows that the genesis of 2008 Hurricane Ernesto can be reproduced when the RO refractivity is 19 

assimilated and thus, enhances the moisture condition in the low troposphere. In addition to the 20 

impact on tropical cyclones, the impact of assimilating the RO refractivity data to improve the 21 

simulated Mei-Yu frontal systems is discussed in Huang et al. (2010). However, negative 22 

impacts are found in the moisture field at the 850-hPa level. As a consequence, the expected 23 
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ability of the RO data to improve the moisture convergence and thus the heavy rainfall may be 1 

limited. 2 

In most of the current data assimilation systems, assimilating the retrieved local RO 3 

refractivity data is commonly done for simplicity since one only needs to interpolate modeled 4 

pressure, water vapor and temperature values from the model grid points to the observation 5 

locations (Cucurull et al. 2007). However, the local refractivity operator with a spherically 6 

symmetric assumption will correctly simulate the refractivity only when the atmosphere was 7 

locally spherically symmetric. The use of climatology or auxiliary information to retrieve 8 

refractivities from bending angle profiles may also cause some inaccuracies (Kuo et al. 2000). 9 

Furthermore, an additional challenge arises under super-refraction conditions, which results in a 10 

negative bias below the height where super-refraction occurs (Sokolvskiy, 2005), such as 11 

boundary layer height. Although observations of bending angle are still retrieved under the 12 

assumption of local spherical symmetry, there is no need to use climatology information nor 13 

suffering from the negative bias in the lower troposphere caused by super-refraction condition. 14 

Because there is no use of an Abel inversion, bending angle is regarded as the upstream data and 15 

it is also expected that the measurement error is less correlated in bending angle than in 16 

refractivity profiles. Additionally, the bending angle accounts for the accumulated effect of 17 

horizontal gradient of the thermodynamic condition. With all these advantages, we can expect 18 

that the simulated bending angle in theory is more beneficial in regions with large gradient and 19 

may better reflect the variations in the lower atmopshere (Zou et al. 1999; Sokolovskiy et al. 20 

2005; Chen et al. 2009; 2010). Therefore, it is preferable to assimilate the bending angle 21 

observation.  However, it is too time-consuming in realistic applications to use a complicated 22 

observation operator to simulate the bending angle by solving the ray tracing equations (Zou et 23 
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al. 1999). With more feasible local RO observation operators, studies show that most of the 1 

global atmospheric assimilating systems use the local operator to assimilate the RO bending 2 

angle and the advantage of using the upstream bending angle data can still be valid as compared 3 

with the refractivity data (Healy and Thépaut 2006; Cucurull et al. 2012). According to the 4 

results in Healy et al. (2007), both local and two-dimensional non-local bending angle operators 5 

obtain similar performance. Therefore, in this study an operator is used to derive the local 6 

bending angle from model local refractivity, which is then interpolated to the observation 7 

locations for data assimilation. The observation operator is further described in Section 3.2. 8 

The gradient of the mesoscale moisture and temperature is important for generating heavy 9 

precipitation. The impact of the RO data for mesoscale weather prediction is investigated in 10 

previous studies. However, the local operator for simulating refractivity is used in most of these 11 

studies. With the experience of the global assimilation system, the upstream RO bending angle 12 

data may be expected to better represent the local variations. In this study, the RO products of 13 

refractivity and bending angle are assimilated with local operators in the Weather Research and 14 

Forecasting-Local Ensemble Transform Kalman Filter (WRF-LETKF) system (Yang et al. 15 

2012). The error covariance in the WRF-LETKF system can represent the local flow-dependent 16 

dynamical uncertainties and naturally carries local properties of terrain. This helps better spread 17 

out the observation corrections for updating the model state during the assimilation. The impact 18 

from the RO data is investigated through a case study with heavy precipitation related to a Mei-19 

Yu front in June 2008. 20 

This manuscript is organized as the following. Section 2 introduces the synoptic conditions 21 

for producing the extreme heavy rain in Taiwan during the IOP-8 event (14
th

 to 17
th

 June 2008) 22 

of the SoWMEX/TiMREX experiment in 2008. The data assimilation system used in this study 23 
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is discussed in Section 3, including the local observation operators for the assimilation of the RO 1 

refractivity and bending angle data. Section 4 describes the design of data assimilation and 2 

numerical experiments, while Section 5 presents the results of the analyses and forecasts in terms 3 

of factors leading to heavy precipitation. Finally, a summary and discussion are given in Section 4 

6. 5 

2. A brief overview of the characteristics of heavy rainfall on 16 June 2008 during 6 

SoWMEX /TiMREX IOP#8 event 7 

Several studies (Davis and Lee, 2012, Lai et al., 2011, Xu et al. 2012, Chen et al. 2012) 8 

have investigated the heavy rainfall episodes during SoWMEX/TiMREX. At 0000 UTC 16 June, 9 

a mesocyclone over the northeastern SCS and Taiwan was embedded in a 500-hPa shortwave 10 

trough over the northern SCS (Fig. 5d of Xu et al. 2012). The south/southeasterly flow over 11 

Taiwan associated with the mesocyclone and the east-west oriented ridge of the subtropical high 12 

to the east of Taiwan might retard the movement of the precipitation system over the coast of the 13 

southwestern Taiwan. At the 850-hPa level, a mesocyclone was over southern China (Fig. 4d of 14 

Xu et al. 2012) and a strong southwesterly flow (or low-level jet, LLJ) with warm moist 15 

advection was observed over the northeastern SCS and southwestern Taiwan coast (Figs. 6 and 7 16 

of Xu et al. 2012). The southwesterly LLJ over upstream ocean of southwestern Taiwan was 17 

deflected to southerly flow by Taiwan’s topography (Fig. 8 of Xu et al. 2012) resulting in a low-18 

level convergence over the coast of the southwestern Taiwan, and producing a favorable 19 

condition for the development of heavy precipitation systems. Due to the persistent rainfall over 20 

southwestern Taiwan and the adjacent coast from 14 to 15 June, a cold pool with a temperature 21 

depression of 2°-4°C in the lowest 500 m formed there (Davis and Lee, 2012, Xu et al. 2012). 22 

The cold pool over southwestern Taiwan and the adjacent ocean was further enhanced by the 23 
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land breeze (Chen et al. 2012). Warm and moist air embedded in the southwesterly flow 1 

ascended over the cold pool and further lifted by the low-level convergence produced by 2 

orographic blocking is the key development of heavy rainfall over southwestern Taiwan (Chen et 3 

al. 2012). Because the low-level wind was from the south over southern Taiwan, the orographic 4 

lifting was not significant for producing rainfall over mountainous areas (Chen et al. 2012). Chen 5 

et al. (2012) suggest that as the convective systems propagated inland, the intensification takes 6 

place because of the warm, moist south/southwesterly flow interacting with the cool air 7 

associated with the land breeze. In addition, the low-level convergence between the deflecting 8 

southerly flow due to orographic blocking and the upstream southwesterly wind generate a 9 

favorable condition for the intensification of convection. Furthermore, the effect of orographic 10 

lifting aloft is absent due to the mountain-paralleling flow. These important factors result in 11 

orographic blocking and the convective cells being active in the coastal region. 12 

In this study, the assimilation period is from 0000 UTC 13 June to 1800 UTC 16 June 13 

(IOP8). During the IOP8 period, Taiwan area is dominated by the southwesterly flow, which 14 

conveys abundant moisture to southern China and the Taiwan Strait, and sets up a favorable 15 

background for producing the heavy rainfall in southwestern Taiwan on 14 and 16 June. Before 16 

and after these events, strong deep southerly wind appears in southern Taiwan, meeting the 17 

prevailing southwesterly flow inducing a convergence zone over offshore of southwestern 18 

Taiwan. The heavy rainfall also leads to the cooling in the lowest 50 hPa on late 14 June and late 19 

16 June. Whether heavy rainfall, in association with these features, can be captured by analyses 20 

and forecasts is investigated in Section 4. 21 

Particularly, we further focus on the impact from the COSMIC-RO data on predicting the 22 

heavy precipitation on 16 June. The characteristic of this heavy precipitation episode is its 23 
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coastal orientation and limited rainfall over the terrain slope (Fig. 1b and 1c). Compared to other 1 

heavy rainfall events during the SoWMEX/TiMREX field experiment, the rainfall intensity on 2 

16 June is not only heavy but also long lasting (over 12 hours), as shown in Figure 1c (also see 3 

Fig. 2 in Davis and Lee. 2012). This leads to accumulated precipitation with a maximum over 4 

300 mm within 24 hours. As discussed in Davis and Lee (2012), important features include that 5 

the heavy rainfall propagates from offshore to the coast, and the rainfall rate over the coastal 6 

region is always higher than the one over the terrain region (Fig. 1c). Before the overland 7 

precipitation starts, strong southerly jet appears offshore of southwestern Taiwan. As we show in 8 

later sections, the southerly is fundamental for localizing the rainfall over the coastal plain, given 9 

the humid environmental condition. The difficulty in predicting this event is the location of the 10 

heaviest rain, which is crucial for issuing warnings of flood, landslide or mudflow.  11 

3. Data assimilation system and observation operators 12 

3.1 The WRF-LETKF system 13 

Yang et al. (2012) implemented the Local Ensemble Transform Kalman Filter (LETKF, Hunt 14 

et al. 2007) scheme in the Advanced Research WRF model version 3.2 (Skamarock et al. 2005) 15 

and applied this WRF-LETKF system to study the issues in typhoon assimilation and prediction. 16 

Below, the WRF-LETKF system is briefly described. 17 

Unlike three-dimensional/four-dimensional variational analysis methods (3D/4D-Var), 18 

LETKF belongs to the class of sequential data assimilation that minimizes the analysis error 19 

variance. At each analysis grid point, LETKF performs data assimilation to update both the mean 20 

and perturbations of the ensemble according to the local information of the background (a short-21 

range forecast) and regional observations. In LETKF, optimal weights are derived so that the 22 

linear combination of the ensemble perturbations minimizes the analysis error variance (in the 23 

local domain). With K background ensemble members at time tn, the analysis ensemble 24 
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perturbations (deviations from the mean) at the analysis time tn are computed as: 1 

    Xn
a Xn

bWn

a

                                                 (1) 2 

Here, Xn

b  is the matrix of the background perturbations whose columns are the vectors of 3 

ensemble perturbations from the ensemble mean: i.e., xn
b,k  xn

b,k  xn
b , where xn

b.k  is the k
th

 4 

background ensemble member and xn
b  is the background ensemble mean. Similar definitions are 5 

applied to the analysis ensemble mean ( xn
a ) and perturbations ( Xn

a ). In the WRF-LETKF 6 

system, xn  contains the WRF prognostic variables including horizontal and vertical velocity, 7 

perturbation potential temperature, geopotential height, water vapor mixing ratio, and 8 

perturbation surface pressure of dry air. 9 

The analysis perturbation weight matrix, Wn

a , is computed as: 10 

    Wn

a  (K 1)P̂n
a





1
2
                                                    (2) 11 

where P̂n
a
 is the analysis error covariance matrix in the ensemble space, given by  12 

P̂n
a  (K 1)I  Yn

bT
RYn

b 
1

,                                          (3) 13 

Here, Yn
b is the matrix of the background ensemble perturbations in observation space in which 14 

the k
th

 column contains yn
b,k  h(xn

b,k ) h(xn
b,k ) , R is the observation error covariance matrix, h() 15 

is the observation operator that converts a variable from model to observation space and   is the 16 

multiplicative covariance inflation factor. The nonlinear observation operators for simulating the 17 

RO refractivity and bending angle will be discussed in the following subsection. The superscript 18 

T in (3) stands for matrix transpose, and the inflation coefficient   is a constant (1.15) 19 

throughout the assimilation experiments. Studies show that adaptively adjusting the inflation 20 

factor may further improve the overall performance of the LETKF system (Miyoshi and Kunii 21 
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2011; Miyoshi 2011). But this adaptive inflation method may not be suitable for varying 1 

observation locations like the RO data and requires further investigation (Miyoshi 2012, personal 2 

comm.).  3 

The analysis ensemble mean at time tn is obtained from 4 

  xn
a  xn

b Xn
bwn

a

                                                    (4) 5 

where  6 

wn
a  P̂n

a
Yn
bT
R

1(yn
o  yn

b ) .                                            (5) 7 

In (5), yn
o  and yn

b  are the column vectors for the observations and the background ensemble 8 

mean in observation space, respectively. Equations (1) through (5) provide the basic formulas for 9 

deriving the LETKF analysis.  10 

In addition to the covariance inflation, localization is used to avoid unrealistic correlation 11 

related to sampling issue and is important for optimizing the performance of LETKF. It is 12 

applied on the observation error covariance (Hunt et al. 2007) to increase the observation error 13 

with a Gaussian function in relating the distance between the observation and analysis grid point. 14 

The e-folding localization scale used in this study is 350 km and the cut-off scale is 1000 km. 15 

In the WRF-LETKF system, a simple quality check (QC) procedure is applied to the 16 

observations before performing analysis. If the difference between the observation and 17 

background state (i.e. innovation) is five times larger than the observation error, this observation 18 

is rejected. This QC procedure is also referred to as QC-A in Table 1. To better use the bending 19 

angle data in the low atmosphere, such QC for COSMIC data is turned off below 1 km. This QC 20 

is referred to as QC-B. More discussions regarding QC-B are provided in the following sub-21 

section. Further details about the experimental settings using the WRF-LETKF system is 22 

discussed in Section 4. 23 
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3.2 Local operators for the radio occultation  1 

A local bending angle operator has been developed at National Central University (NCU), 2 

Taiwan (Chen et al. 2010) and implemented into WRF-LETKF system. An Abel transform is 3 

applied to this operator in order to inverse the model local refractivity profile to the “local” 4 

bending angle. Here, “local” means using the model local refractivity value at the occultation 5 

column, instead of the actual value following the ray by solving the ray-tracing equation, under 6 

the assumption of local symmetry. Following Kursinski et al. (1997), the observation operator is 7 

constructed to evaluate the bending angle integral given the observed impact parameter a  8 

 

(a)  2a
d(lnn) / dx

(x2  a2 )a



 dx,   x  nr                                          (6) 9 

where  is the bending angle, n is the refractive index derived from the model, and r is the radius 10 

value of a point on the ray path. And the atmospheric refractivity, defined as N(n1)106 , 11 

varies with the atmospheric pressure, temperature and the moisture. It can be calculated by
 
 12 

N  77.6
P

T
 3.73105

Pw

T 2
,                                        (7) 13 

where T is the air temperature (K), P is the total air pressure (hPa), Pw is the water-vapor 14 

pressure (hPa). We note that the constants in (7) are empirically determined (Bean and Dutton, 15 

1968). We use (7) to project the model variables T, P, Pw to refractivity and refractive index. To 16 

analyze (6), we do not use the approximations of ( lnn 106N ) and ( x2  a2  2a(x  a) ) as 17 

those shown in Healy and Thépaut (2006, Equations (3)-(5)). Instead, we factor the equation 18 

directly. The denominator term x2  a2  can be split into two terms ( (xa)(xa) ). Then 19 

we assume that the x in (xa)  is an average in levels of ith and (i+1)th. By approximating the 20 
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gradient of lnn  with respect to x (i.e., d lnn dx  ) and x+a ( x  a 
xi  xi1

2
 a ) as constants 1 

for a profile the section of the ray path between the ith to (i+1)th model levels can be written as 2 

  2a
d lnn

dx

1

xa

1

xa
dx

xi

xi1

 .                            (8) 3 

(8) is used to integrate from a to the model top. Above the model top, the bending angle is 4 

computed by extrapolating the uppermost model parameters as presented in Healy and Thépaut 5 

(2006). 6 

  top 10
6 2akiNtopexp ki(xtop a)  1erf ki(xtop a) 





              (9) 7 

where  ki 
ln Ni Ni1 
xi1  xi

and is assumed constant for a profile. And, erf  represents the Gaussian 8 

error function.  In (9), ki is set to be a constant 1/6000 to simplify the calculation.   In global 9 

models with a high domain top (e.g., 60 km or higher), error in contribution by (8) is very small.  10 

The error may increase for regional models with a lower top of 30 km, but this will not cause a 11 

problem as (9) has been used to account for the high atmosphere above 30 km in this study.   12 

In the following, we refer this new local bending angle operator to as the NCU local operator. 13 

The NCU local operator is confirmed to have a comparable performance as the ECMWF ROPP 14 

(Radio Occultation Processing Package) operator (Appendix A). Note that the assumption of 15 

exponential variation of the refractivity used in Healy and Thépaut (2006) is not applied in (8). 16 

Such assumption may not be valid with a low tangent point of the ray path when “super-17 

refraction” occurs, especially at those low-atmospheric regions with a strong vertical gradient of 18 

moisture.  19 

                                                        
 The ROPP software is obtained from the ROM SAF (Radio Occultation Meteorology Satellite Application 

Facilities) of the EUMETSAT. 
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With the NCU local operator, large values of the bending angle can occur when the vertical 1 

gradient of the refractivity data below 1 km is large. This happens especially when the profiles 2 

are taken from the warm and humid region, like the region of southwesterly jet in the SCS. 3 

Figure 2 is an example of a profile taken from such a region showing high moisture and a sharp 4 

vertical gradient in the low troposphere, as in Fig. 2a. In comparison, the vertical gradient of the 5 

temperature is relatively linear. With such temperature and moisture profile, the refractivity has a 6 

very strong vertical gradient below 800 m (shown with ln(N) in Fig. 2b), resulting in a large 7 

bending angle greater than 0.05 rad near 500 m. Similar values are also obtained when derived 8 

using the ECMWF ROPP operator. With these usual values, the observations will be rejected 9 

with the regular QC-A check. To demonstrate that such large values are due to the moisture 10 

gradient, not the accuracy of the operator, the moisture below 1 km is linearly interpolated 11 

between the first and 8
th

 model levels, indicated as the red line in Fig. 2a. After the modification 12 

of the moisture in the low levels, the logarithm of refractivity behaves more linearly and the 13 

large values of the bending angle are removed (the dashed line in Fig.2b). This also suggests the 14 

sensitivity of bending angle to the moisture, especially the vertical gradient near the boundary 15 

layer height. While the observed RO bending angles did not show such large values, the operator 16 

is applied to a dropsonde sounding near the RO location and a similar profile of local bending 17 

angle was obtained (figures were not shown), probably indicating an underestimation by 18 

observed bending angles in the lower atmosphere. Therefore, in the assimilation experiment of 19 

the local bending angle, the QC-A check below 1 km atmosphere is turned off. Following Healy 20 

and Thépaut (2006), the observation error of the local bending angle is assumed 10% at the 21 

surface and linearly decreases with height to 1% at 10 km. Above 10 km, the observation error is 22 



 15 

fixed to 1%. The observation error of the COSMIC refractivity follows Chen et al. (2011), 1 

varying from 3% near the surface to 0.3% at 14 km.  2 

4. Data assimilation and forecast experiment design 3 

In this section, we examine the differences between the assimilation of the local bending 4 

angle and local refractivity. The impact from assimilating the bending angle data is further 5 

investigated through the forecasts, focusing on the heavy rainfall on 16 June 2008. 6 

The WRF-LETKF system is used for all assimilation and numerical experiments in this 7 

study. Domain 1 (the largest domain in Fig. 3), the only domain that performs LETKF 8 

assimilation, using a horizontal grid of 180  150 grid points with 27-km spacing. There are 27 9 

vertically stretching layers, with the top at about 50 hPa. The physical parameterizations include 10 

the Rapid Radiative Transfer Model (RRTM) based on Mlawer et al. (1997) for longwave 11 

radiation, the Dudhia (1989) shortwave radiation scheme, the Yonsei University (YSU) PBL 12 

scheme (Hong et al. 2006), the Grell-Devenyi ensemble scheme (Grell and Dévényi, 2002) for 13 

the cumulus parameterization and the Goddard GCE microphysics scheme (Tao et al., 2003). 14 

Starting at 1800 UTC 11 June 2008, a set of 36 ensemble forecasts are generated with initial 15 

conditions centered at the National Centers for Environmental Prediction (NCEP) Global 16 

Forecasting System (GFS) final analysis (FNL 1 x 1 data). The ensemble perturbations are 17 

randomly drawn based on the 3D-Var background error covariance (Barker et al. 2004). The 18 

same procedure is used to perturb the NCEP FNL data every 6 hours until 0000 UTC 17 June; 19 

the tendencies are then computed at the boundaries according to these perturbed model states in 20 

order to obtain corresponding boundary conditions (Torn et al, 2006).  21 

 The WRF-LETKF analysis is performed every 6 hours at 0000, 0600, 1200, and 22 

1800UTC, and the observations are collected with ±3-h windows. Observations used in this 23 
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study include the wind and temperature from rawinsondes, upper air reports and flight 1 

dropsondes, surface pressure from the surface stations, and RO refractivity or bending angle 2 

from COSMIC (Constellation Observing System for Meteorology, Ionosphere and Climate; 3 

Anthes et al. 2008). Figure 3 shows all COSMIC observation locations for assimilation and the 4 

rest of observations at 0000UTC 15 June as a typical distribution. On average, six COSMIC RO 5 

profiles in a resolution of about 400 km are available at every analysis time within the model 6 

analysis domain. In this study, we also emphasize on the impact of the RO data in analysis on 7 

June 15 since the profiles are located in the range of the southwesterly jet, covering South China 8 

Sea and Taiwan.  The RO data is preprocessed by interpolating the original atmprf data with a 3-9 

meter vertical resolution to a profile with a 100-meter vertical resolution
*
. During this SoWMEX 10 

IOP period, the rawinsondes in Taiwan are launched every 6-hours (Ciesielski et al., 2011) but 11 

the flight dropsondes are available only at 0900-1200UTC 12 June (Davis and Lee, 2012). 12 

Moisture information from the sounding data is not assimilated on purpose in order to ensure that 13 

the moisture information is from the RO data.  14 

Table 1 lists the assimilation experiments in this study. The CNTL experiment uses only 15 

the conventional observations, without any COSMIC RO data. In addition to the conventional 16 

data, the BANGLE and REF experiments use the COSMIC RO local bending angle and 17 

refractivity, respectively. Through these experiments, we investigate whether the dynamical and 18 

thermodynamical features associated with the extreme heavy rainfall events could be represented 19 

in the WRF-LETKF analysis and how this may determine the intensity and location of the heavy 20 

rainfall event on 16 June. Sensitivity experiments are also performed to validate the impact from 21 

the local bending angle and details are further discussed in Section 5.5. 22 

                                                        
*
 In order to resolve the high moisture in the lower troposphere, the RO data is thinned to have a vertical resolution 

of 100m, instead of the model vertical resolution. 
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 The analysis ensemble means at 1200UTC 15 June from different experiments are used 1 

as initial conditions for 30-h forecast experiments, which are nested down to 3 km, as shown in 2 

Fig. 3. Note that all physical parameterizations used in the assimilation experiments with the 27-3 

km domain are the same for the nested domains in the forecast runs, except that the cumulus 4 

parameterization is not activated in the finest (3km) domain. 5 

5. Results 6 

5.1 Error covariance and analysis increment in relationship to the RO data 7 

In the local RO operator, same model information (T, Qv and P) is used to simulate the 8 

refractivity. By further using the information of the vertical gradient of the refractivity, the local 9 

bending angle is derived. This leads to different responses from the assimilation of refractivity 10 

and bending angle, in addition to the effect of using different observation errors. In this section, 11 

we explore the differences of assimilating bending angle and refractivity through the ensemble-12 

based error covariance matrices between the background errors in the observation space and in 13 

the model space. This is the same as taking a particular column of the covariance matrix, of 14 

, where H is the linearized observation operator that maps the model variables to observation 15 

space and Pf is the background error covariance (Kalnay, 2003). In the following, the covariance 16 

is constructed based on the same moisture field of the background ensemble from the BANGLE 17 

experiment at 0000 UTC 15 June co-varying with a set of simulated bending angles or 18 

refractivity ensemble, given a realistic observed RO point data at 1.2 km height taken from a 19 

COSMIC profile located at 121.4380°E and 19.4900 °N (north of Philippine). 20 

Figures 4a and 4b are the corresponding covariance structures at the 850-hPa level, 21 

constructed with the simulated bending angle and refractivity ensemble, respectively. At this 22 

time (0000 UTC 15 June), the strong low-level southwesterly conveys high moisture from the 23 
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SCS to southwestern Taiwan. Comparing Fig. 4a with Fig. 4b, the horizontal scale of the 1 

background error covariance along line AB is broader with the simulated bending angle; positive 2 

covariance ranges from the location of the observation (indicated as point A) toward low-3 

troposphere of the southwestern Taiwan and SCS. The negative covariance east of 123°E 4 

illustrates that this region is out of the boundary of the moisture transport and low-moisture is 5 

affected by the subtropical high. With the vertical cross section along the line AB in Fig. 4a, 6 

features with positive covariance in Fig. 5a mainly exhibit in the low-troposphere. In other 7 

words, any positive moisture increments derived with the bending angle at location A can 8 

increase the moisture in these regions. In comparison, negative correlations are obtained over the 9 

SCS and middle-Taiwan with the simulated refractivity ensemble (Fig. 4b) and such negative 10 

covariance can extend to mid-troposphere (Fig. 5b). Note that with observations at higher level, 11 

the HPf  covariance with the bending angle and refractivity exhibit very similar structures. This 12 

again supports that the additional benefit from the assimilation of the bending angle comes from 13 

the sensitivity to the vertical gradient of the moisture, especially in the lower atmosphere.  14 

The simulated bending angle ensemble gets dispersive because of different “model” impact 15 

parameters and dln(n)/dx, according to (6). To detangle both effects, the operator for simulating 16 

bending angle is modified to fix either the impact parameters as the observed impact parameter 17 

or dln(n)/dx to a constant value of -3×10
-8

 (m
-1

). These modified bending angles are referred to 18 

as BND-A and BND-B. Results suggest that by removing the effect of the vertical gradient of the 19 

refractivity (Fig. 4d) is very similar to REF (Fig. 4b), exhibiting negative correlations offshore of 20 

southwestern Taiwan, while limiting the spread of the impact parameters (Fig. 4c) still maintains 21 

the main features of the bending angle-related covariance (Fig. 4a). In other words, by ignoring 22 

the effect of dln(n)/dx, the derived analysis increment will be similar to the one obtained with the 23 
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refractivity, losing the advantage (or disadvantage) of the bending angle. The same effect is seen 1 

in Fig. 5c and 5d. This confirms that the difference in assimilating the bending angle or 2 

refractivity data is attributed to the vertical gradient of the refractivity, which is strongly related 3 

to the vertical gradient of the moisture. This also explains why at higher levels, the covariance 4 

with the bending angle and refractivity show very similar structures and further implies that the 5 

bending angle is sensitive to the low-level moisture variations. This can be further illustrated 6 

with the relationship between the ensemble spread and the structure of the moisture field. As 7 

shown in Figs. 6a and 6b, the model state at this observation location is characterized by high 8 

moisture and a strong vertical moisture gradient below 1.5 km. Such characteristic is also 9 

reflected in the moisture ensemble, where the large ensemble spread of the moisture can extend 10 

toward the level of 3 km but the large spread of the vertical gradient is more concentrated in the 11 

low atmosphere (Fig. 6d). It is also evident that the spread of the bending angle ensemble capture 12 

the characteristics of the vertical gradient of the moisture, showing large spread in the low-13 

atmosphere. In comparison, the ensemble spread of the refractivity resembles the behavior of the 14 

moisture spread. Results from Fig. 6 suggest that the simulated bending angle ensemble is 15 

sensitive to the uncertainties of the moisture gradient in vertical. We also note that in terms of the 16 

fraction, the refractivity spread (< 3%) is much smaller than the bending angle spread (> 15% 17 

below 1 km). This also justifies the RO observation errors used in this study.  18 

 5.2 Results from the analysis 19 

 We first evaluate the thermodynamical and wind conditions from WRF-LETKF analyses. 20 

Figure 7 shows the time-height series of the potential temperature at a model grid point near the 21 

Pingtung sounding station, located near the coast of southwestern Taiwan (Fig. 1a). With the 22 

heavy precipitation events during the assimilation period, significant difference appears in the 23 
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lowest 50 hpa. As indicated in Fig.7c, by assimilating the bending angle, the near-surface cooling 1 

effect due to the passage of a decaying MCS system (Davis and Lee, 2012) is clearly shown at 2 

1200 UTC 14 June while such cooling effect is less evident in the other two runs (Figs. 7a and 3 

7b). On early 16 June, a similar cooling effect associated with the heavy rainfall on the same day 4 

can be seen in all three experiments. In both BANGLE and REF, the low-level high humid time 5 

period starts earlier and persists longer than that of CNTL. This is particularly apparent in the 6 

BANGLE analysis, showing a deep moisture layer of the after 1200 UTC 14
th

 June. As for the 7 

wind, southwesterly dominates above the 900-hPa level most of the time in all three analyses, 8 

but stronger southerly exhibits near the surface at 1200 UTC 15 June in the BANGLE analysis. 9 

This sets up the condition of moisture transport toward the southwest of Taiwan.  10 

 Note that during the assimilation experiment, the moisture information from the sounding 11 

data is not assimilated and used for verification. Figure 8 is the mean Root-Mean-Square (RMS) 12 

of the differences of the water vapor mixing ratio between the observation and analysis, averaged 13 

from the last two days of the experiments (15 and 16 June). Given the accuracy of the sounding 14 

observation, this value can be used to approximate the RMS error. Results show that the RMS 15 

error from BANGLE is smaller especially near the surface and the 850-hPa level while the one 16 

with REF does not exhibit such advantage in the lower troposphere. This is because the air is 17 

relatively dryer in REF (Fig. 9d).  18 

 The surface map from the ECMWF reanalysis (figures not shown) shows that the Mei-Yu 19 

front at 1800 UTC 15 June extends from East China Sea, north of Taiwan, and to south of China. 20 

As shown in Fig. 9, the location and extension of the Mei-Yu front are well represented with all 21 

three analyses and indicates the boundary of the high moisture region. However, when 22 

comparing with the AIRS (Atmospheric Infrared sounder) and AMSU (Advanced Microwave 23 
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sounder Unit) observations (Fig. 9a), the total precipitable water (TPW) computed from the 1 

BANGLE analysis at this time exhibits a more organized and high moisture region extending 2 

from the SCS, to the Taiwan Strait, and to northeast of Taiwan and the high TPW region is also 3 

confirmed with the in-situ measurements (dots). As shown in Fig. 9a, relatively high moisture 4 

appears in the southwestern Taiwan and south of the Guangdong province of China at the SCS 5 

(near 116.6°E, 20.6°N). Such a local high humid region is successfully reflected in the BANGLE 6 

analysis. In the REF analysis, high moisture occurs over the SCS and south of Taiwan, relatively 7 

low moisture appears offshore of the southwestern Taiwan (Fig. 9d). The validation of the local 8 

high moisture region in southwestern Taiwan is further justified later based on the precipitation 9 

forecasts. However, this also brings up the question about the key elements for correctly 10 

predicting the location and intensity of this heavy rain episode. 11 

In addition to temperature and moisture, can the assimilation of the COSMIC data, especially 12 

the bending angle, modify other variables indirectly, such as the wind field? Figure 10 shows the 13 

mean RMS of the differences of winds between the observations and analysis. Observations are 14 

taken from the soundings launched at the research ships, which traversed a southwesterly path to 15 

the southwest of Taiwan (Davis and Lee, 2012). Overall, the REF analysis has the smallest RMS 16 

error for both zonal and meridional winds below the 600-hPa level. As for the BANGLE 17 

analysis, it improves the bias of the zonal wind below the 700-hPa level so that, on average, the 18 

eastward component is stronger. Also, the BANGLE analysis exhibits a smaller RMS error in the 19 

meridional wind below the 900-hPa level. The difference between the BANGLE and CNTL is 20 

further examined with Fig. 11 over the period of heavy precipitation. At 1200 UTC 15 June, the 21 

southwesterly is stronger in the BANGLE analysis (Figs. 11a and b); particularly the southerly 22 

wind over Bashi Channel and the waters offshore of southwestern Taiwan. Right before the 23 
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heavy rain started (at 1800 UTC June 15), the stronger northward component is even more 1 

evident at the 850-hPa level and extend from the offshore of southwestern Taiwan to the western 2 

Taiwan (figure not shown). Also, at 1200 UTC and 1800 UTC 15 June, the westerly is stronger 3 

in the BANGLE analysis offshore of southwest Taiwan. As a result, moisture transport is 4 

stronger on June 15 at this location. As we discuss in the next sub-section, the differences in the 5 

wind fields result in the differences in convergence and vertical motion, which attributes the 6 

development of the heavy rainfall. 7 

5.3 Impact on the forecast initialized at 1200 UTC 15 June 2008  8 

 The accumulated rainfall on 16 June is shown in Fig. 12a. The CNTL forecast shows that 9 

the heavily precipitated area is limited in the southern part of Taiwan. When the COSMIC RO 10 

data is assimilated, both the location and intensity of the heavy precipitation are improved, 11 

characterized by coastal rainfall at and offshore of the southwestern Taiwan (Figs. 12b and 12c). 12 

When the bending angle is used, the location and intensity of the precipitation are more similar 13 

to the observation (Fig. 1b) but the amount is somewhat excessive over the mountain region. 14 

From the time series of the hourly rainfall (Fig. 13c) and the hourly rainfall pattern (figure not 15 

shown), the peaks of rainfall rate are at 0100 LST, 0200 LST and 0400 LST for the offshore, 16 

coast and terrain regions, respectively, indicating that the simulated heavy rainfall from 17 

BANGLE propagates from the offshore region (blue line), toward the coast (black line) and then 18 

to the mountain region (red line). Such characteristics of the precipitation propagation are similar 19 

to the observation (Fig.1c). However, we should note that the peak time of the coastal rainfall 20 

rate in Fig. 13c is about 6-hours earlier than that in the observation (Fig. 1c). In comparison with 21 

the BANGLE forecast and observations, the CNTL forecast shows different rainfall 22 

characteristics, and the rainfall rate over the mountain region is always higher than the one over 23 
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the coastal region (Fig. 13a). With the REF forecast, the rainfall over the mountain region starts 1 

too early around 2000 UTC June 15 (Fig. 13b).  2 

 Given the precipitation location and intensity shown in Fig. 12, the forecast skill of the 3 

Equitable Threat (ETS) and bias scores from the BANGLE forecast is significantly higher than 4 

the other two forecasts, as listed in Table 2a and b. A bias score larger than one is related to the 5 

excessive rainfall in the mountain. More importantly, positive impact from the COSMIC RO 6 

data is particularly apparent for the ETS score for the heavy rain, suggesting that the COSMIC 7 

RO data is beneficial for predicting the location of the heavy rain in this event. And, the bending 8 

angle data has even more impact on predicting both the location and intensity of the heavy rain. 9 

 The differences in the initial conditions (the analyses discussed in Section 5.2) show that 10 

when the bending angle is assimilated, the westerly wind at the low level over the SCS is 11 

enhanced at 1200 UTC 15 June, increasing the strength of southwesterly, and thus reenforces the 12 

moisture transport at the SCS. Also, the southerly along the coastal area of Taiwan and offshore 13 

is also strengthened (Fig. 11d). In other words, the southwesterly coming from the SCS slows 14 

down and turns into more southerly near the offshore of southwest of Taiwan. The associated 15 

convergence facilitates the development of the heavy precipitation, while the duration of the 16 

heavy rainfall is related to the maintenance of the convergence zone. Both are related to its 17 

dynamic and thermodynamic conditions. As shown in Fig. 14c, the convergence at the 950-hPa 18 

level appears offshore from the middle to the southwest of Taiwan in the BANGLE analysis. 19 

Therefore, the initial condition is set up for heavy rain starting offshore and propagating toward 20 

Taiwan, as shown in Fig. 13c.  In contrast, weak divergence appears from the offshore to coastal 21 

region southwest of Taiwan in the CNTL analysis. From Fig. 14b, the convergence appears in a 22 

large area west of Taiwan in the REF analysis; however, there is no convergence near the coast 23 
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of southwestern Taiwan, a condition less favorable for rainfall in the coastal region. 1 

Nevertheless, Figs. 14b and 14c both imply that the analyses incorporated with the RO data 2 

better represent the subsynoptic-scale, dynamical convergence as the prerequisite for the heavy 3 

precipitation. 4 

 Regarding the duration of the heavy precipitation, observations suggest that the low-level 5 

convergence is enhanced over the southwestern coast of Taiwan and the adjacent ocean by local 6 

convergence related to the local land-breeze (Chen et al., 2012). Starting at the early local hours 7 

on 16 June, the land cooling takes place at the slope of southwest Taiwan and results in the 8 

offshore flow (Figure 15). The southwesterly and southerly ranging from the offshore to coastal 9 

region encounters the offshore flow, causing the local convergence along the coast. Such features 10 

have been simulated in all three forecasts. Particularly, forecasts incorporated with the bending 11 

angle data show the evident and long-lasting convergence along the coast. As shown in Fig. 15c, 12 

it is clear that cold temperature (indicated by the blue and purple contours) and strong upward 13 

motion (indicated by gray shading) occurs at the coastal region and the interface of the cool air, 14 

and thus moist air is brought in and ascends at the coast. Although the CNTL forecast also shows 15 

significant cooling at this time (Fig. 15a), the moisture is much less and the updraft is weaker, 16 

compared to other forecasts with the information of the RO data.  17 

 Despite the location and intensity of the heavy rain being well predicted in the BANGLE 18 

forecast, most of the heavy rain occurs before 0800 LST 16 June (Fig. 13c) while the 19 

observations show that the heavy rain lasts until 2100 LST (Fig. 1c). Compared to the quasi-20 

stationary observed rainfall system (Xu et al. 2012), the simulated rainfall system moves faster 21 

from the offshore to mountain. The movement is due to a southwest flow related to the northeast-22 

southwest oriented ridge of the simulated subtropical high to the southeast of Taiwan (not 23 
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shown), compared to the east-west oriented ridge of the subtropical high from observation 1 

(Section 2). Note that it may still be deficient in well representing the subtropical height with the 2 

limited-area model simulation.  3 

 In short summary, the bending angle data has the benefits to represent the important 4 

elements, in terms of the dynamic and thermodynamic states, for reproducing the heavy 5 

precipitation event on 16 June. 6 

5.4 Results from sensitive experiments  7 

 To test the forecast sensitivity to the bending angle and its associated impact, we 8 

performed four more experiments as listed in table 1. The first two experiments 9 

(BANGLE_noTW and BANGLE_TW) focus on the bending angle near Taiwan at 1800 UTC 15 10 

June and evaluate its importance on the moisture field. The other two experiments (NoBANGLE 11 

and BANGLE-QC) focus on the impact of the bending angle on predicting the heavy 12 

precipitation on 16 June. 13 

 The BANGLE_noTW and BANGLE_TW use the same setup as in the BANGLE 14 

analysis till 1200 UTC 15 June, but at 1800 UTC 15 June, the bending angle profile at 15 

120.485°E, 20.537°N (south-southwest from Taiwan) is not assimilated for BANGLE_noTW. 16 

As for BANGLE_TW, only this bending profile is assimilated. At this time, right before the 17 

heavy rainfall begins, strong local moisture convergence is expected offshore of southwestern 18 

Taiwan. Figure 16 shows the total water vapor mixing ratio from surface to 500 hPa from 19 

different analyses. With the bending angle, it is evident that the high-moisture region is located 20 

southwest of Taiwan (Fig. 16b) and there is no moist region in the CNTL analysis (Fig. 16a). 21 

Without the bending angle profile near Taiwan, the amount of moisture is reduced (Fig. 16c). 22 

However, when assimilating only the bending angle profile near Taiwan, the high-moisture 23 
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region can be reproduced (Fig. 16d) but extends less toward south of Taiwan. Results shown in 1 

Fig. 16 confirm the ability of the assimilation of the bending angle data to provide moisture 2 

corrections in the low atmopshere. 3 

 The NoBANGLE and BANGLE-QC experiments also use the same setup as the 4 

BANGLE experiment but until 1800 UTC 14 June. Starting from 0000 UTC 15 June, the 5 

NoBANGLE experiment stops assimilating the bending angle data and the BANGLE-QC 6 

switches back to use the original quality check that rejects the observations if the magnitude of 7 

the innovation is five times larger than the observation error. Results of the rain forecasts 8 

(initialized at 1200 UTC 15 June) are shown in Figure 17. As indicated in Fig. 17a, without the 9 

bending angle at 0000, 0600 and 1200 UTC 15 June, the location of the heavy precipitation is 10 

now shifted toward the mountainous region, and the intensity is largely reduced compared to Fig. 11 

12c. In addition, there is excessive rain shown in the middle to northern Taiwan. In other words, 12 

this indicates that the wind field is now less favorable to maintain the convergence in the 13 

offshore region. As for the BANGLE-QC experiments, many of bending angle data in the low 14 

atmosphere below 1.5 km is rejected because of the quality check. Although the rainfall still 15 

dominates in southwestern Taiwan, the rainfall in the offshore and coastal region is reduced. This 16 

suggests that the bending angle available in the low atmosphere is important for correctly 17 

describing the amount of low-level moisture convergence, which contributes to the intensity of 18 

the precipitation. 19 

 These sensitivity tests confirm that assimilating the bending angle has the ability to 20 

provide beneficial information to depict the intensity and location of the heavy precipitation. 21 

6. Summary and discussion 22 



 27 

 In this study, the NCU local bending angle operator is implemented in the WRF-LETKF 1 

system to evaluate the impact of the COSMIC RO bending angle for severe weather prediction 2 

with a case study of an extreme heavy rainfall episode during SoWMEX IOP8 in 2008. Three 3 

assimilation experiments are carried out with the WRF-LETKF system, without using the 4 

COSMIC data, with the COSMIC refractivity, and with the bending angle, respectively.  5 

The difference between the assimilation of the refractivity or the bending angle data is 6 

examined by the structure of the ensemble-based HPf error covariance, between the background 7 

state in the observation space and in the model space. Results suggest that the bending angle is 8 

more sensitive to the vertical gradient of the moisture, especially in the low atmosphere. Also, 9 

the ensemble spread of the simulated bending angle inherits the characteristic of the vertical 10 

gradient of the moisture. In comparison, the ensemble spread of the simulated refractivity is 11 

relatively small. Without the ensemble variations in the vertical gradient of the moisture, similar 12 

structures of the HPf error covariance are obtained with either the refractivity or the bending 13 

angle and thus similar pattern of analysis correction are expected.  14 

Based on the WRF-LETKF analyses, results suggest that positive influences are obtained 15 

with the COSMIC RO data by improving the moisture field. Particularly, the impact of the 16 

COSMIC RO bending angle is shown in the lower atmosphere, affecting the thermodynamic 17 

variables directly and the wind variables indirectly. As a result, the low-level moisture 18 

convergence is improved, giving a more favorable condition for generating heavy precipitation 19 

in the costal region of southwestern Taiwan on 16 June. 20 

 With the analyses at 1200 UTC 15 June, we focus on key elements for predicting the 21 

rainfall episode in Taiwan on 16 June. Results suggest that for this particular case study the 22 

COSMIC RO bending angle has a significant impact on improving the heavy precipitation 23 
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forecast, including the location and intensity. Without the COSMIC data, the rainfall forecast in 1 

Taiwan is dominated by the terrain precipitation. With the COSMIC data, the location of the 2 

heavy rainfall is improved and moved toward the coastal region of southwestern Taiwan as seen 3 

in the observations. By assimilating the bending angle, the precipitation intensity is even more 4 

enhanced and the model simulation exhibits a feature that the heavy rain propagates from the 5 

offshore, coastal and toward the mountainous region. Results suggest that to be able to reproduce 6 

the location and intensity of the heavy precipitation event on 16 June, it is essential to generate 7 

and maintain the local convergence offshore of the southwestern Taiwan, with the moisture 8 

transport by the southwesterly from the ocean and the local convergence with the land-breeze. 9 

When only the RO bending angle is assimilated, the high moisture region is well depicted and 10 

the change of the low-level wind direction (from southwesterly to southerly) appears to support 11 

the local convergence. As a result, the analysis with the assimilation of the bending angle shows 12 

the highest forecast skill in representing the pattern and intensity of the heavy precipitation. 13 

 With the sensitivity experiments, we further confirm the impact of the bending angle. 14 

Results support that the bending angle can provide useful analysis corrections for depicting the 15 

high-moisture region and help represent the coastal rainfall. Most importantly, the bending angle 16 

in the low atmosphere affects the intensity of the moisture convergence and the following 17 

precipitation prediction.   18 

 In this study, we show the positive impact of assimilating COSMIC RO bending angles 19 

on heavy rainfall prediction over Taiwan with limited, available RO soundings using the WRF-20 

LETKF system. The benefit is derived through the use of a local operator instead of a 21 

computationally high and complicated non-local operator, which is involved the use of a ray-22 

tracing model. The second generation of the COSMIC project is expected to provide more 23 
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bending angle profiles in time and space. This will provide great opportunities to further examine 1 

the influence of GPS RO data on severe weather prediction due to the advantage of retrieving the 2 

information of the vertical gradient of the moisture in the lower atmosphere. 3 
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Appendix A 1 

The bending angle simulated from the NCU operator is compared with the one derived from 2 

the ECMWF Radio Occultation Processing Package (ROPP) operator used by Healy and 3 

Thépaut (2006), and both results are compared with observations as well. The verification data is 4 

collected from 31 RO profiles from Taiwan Analysis Center for COSMIC (TACC) during a 5 

period between 2230 UTC 16
th

 July to 0130 UTC 17
th

 July 2008, when tropical storm Kalmaegi 6 

located east of the Philippine. Two data formats of the TACC refractivity data (N) are used, 7 

including the NetCDF (atmprf) and BUFR (brfprf) data with a vertical resolution of 3-5 and 200 8 

meters, respectively (Detail of the data format can be found in http://cdaac-9 

www.cosmic.ucar.edu). The TACC refractivity with a coverage top of 60 km is provided as the 10 

inputs for the two local bending angle operators and the simulated bending angles are then 11 

compared with the retrieved (i.e. observed) bending angles from TACC. In the following the 12 

simulated bending angle with the NCU local operator is denoted as “NCU bending angle” (NCU13 

) and same for the “ECMWF” bending angle (ECMWF ). 14 

Our results suggest that the simulated bending angles from both local operators are quite 15 

reliable compared to the observed values and the simulated errors can be as low as 0.1% below 16 

30 km. Figure A shows the relative differences between the simulated bending angle and 17 

observations with the atmprf (left panel) and brfprf (right panel). With a very high resolution, the 18 

simulated bending angle by the NCU local operator is very accurate (<0.2%, about 10
-5

 rad) but 19 

the ECMWF operator provides a much larger positive bias (~10%) below 10 km. The amplitude 20 

of bending angles by using these two operators is about one order difference. With a lower 21 

vertical resolution, these differences with the observations are much larger now (10
-3 

rad). This 22 

suggests that the vertical resolution of the refractivity can significantly modify the accuracy of 23 
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the computed bending angle. Nevertheless, the NCU and ECMWF operators show comparable 1 

accuracy (Figs. Ab,d). Healy (2011, personal communication) points out that the large positive 2 

bias shown in Fig. A-b may be related to the assumption of exponential variation of refractivity 3 

in vertical. If the profiles that violate such assumption are not used for verification, the positive 4 

bias resulted by using the ECMWF bending angle operator can be largely reduced (but cannot be 5 

completely removed) as shown in Figure Bb. With these selected profiles, the accuracy of the 6 

NCU bending angle is only 1~2% better (Fig. B-a).  7 

We have to emphasize that the comparisons made above are using the “TACC refractivity” 8 

as the inputs. When using the bending angle operator in the assimilation system, the refractivity 9 

needs to be computed based on the model variables with Eq. (7). Also, the vertical resolution of 10 

the model and the assumption for a local operator would introduce errors in the simulated 11 

refractivity.  12 

  13 
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Figure 2(a) Model temperature (T) and water vapor mixing ratio (Qv) for a profile located in the 10 

region of the southwesterly jet.  The red line denotes the new water vapor mixing profile similar 11 

to the original one except that the values between the 1
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 and level 8

th
 model levels are modified. 12 

(b) Model refractivity and bending angle profiles based on the information from Fig. 2a. The 13 

modified refractivity and bending angle derived with the modified moisture are denoted as red 14 

and dashed lines, respectively. 15 

Figure 3. The WRF model domain and observations used in the assimilation and forecast 16 

experiments. The largest domain with a horizontal grid spacing of 27 km is used for performing 17 

the LETKF assimilation. Two additional nested domains, with horizontal grid spacing of 9 and 3 18 

km respectively, are included for performing the 30-h forecasts. 19 

Figure 4. Ensemble-based covariance between the water vapor mixing ratio at the model level 20 

near the 850-hPa level and (a) the bending angle, (b) the refractivity, (c) the BND-A and (d) the 21 
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location of the star in Fig. 1a. A full barb and a half barb represent 5 and 2.5 m s
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, respectively. 11 

Gray shading denotes the water vapor mixing ratio larger than 18.5 g/kg. 12 
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CNTL, (b) REF and (c) BANGLE analyses at 1200 UTC 15 June. 8 
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s
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) of the (a) CNTL, 9 

(b) REF and (c) BANGLE analyses at 1200 UTC 15 June. The dashed line denotes the 500 m 10 

terrain height. 11 

Figure 15. Wind vectors (m/s), vertical motion (shaded for amplitude larger than 0.2 m s
-1

) and 12 

the 24°C (purple contour) and 25°C (blue contour) isotherm of the temperature at surface of the 13 

(a) CNTL, (b) REF and (c) BANGLE forecasts at 2200 UTC 15 June (0600LST 16 June). The 14 

green dashed line denotes the 500 m terrain height. 15 

Figure 16. Total water vapor mixing ratio (g kg
-1

) below the 500-hPa level from (a) CNTL, (b) 16 

BANGLE, (c) BANGLE_noTW and (d) BANGLE_TW analyses at 1800 UTC 15 June. Gray 17 

shading denotes the value larger than 13 g/Kg. 18 

Figure 17. Same as Fig. 12 except the forecasts are initialized from (a) NoBANGLE and (b) 19 

BANGLE-A analyses at 1200 UTC 15 June.  20 

Figure A (a) Relative difference of the simulated bending computed with the NCU local operator 21 

and the TACC atmprf data. (b) same as (a) but compared with the TACC brfprf data. (c) Same as 22 
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(a) but the simulated bending angle is computed with the ECMWF-ROPP local operator. (d) 1 

same as (c) but compared with the TACC brfprf data. 2 

Figure B (a) Difference of the simulated bending angle computed with the NCU local operator 3 

and the TACC atmprf observations. The comparison is made only when the simulated refractivity 4 

fulfills the assumption of exponential variation in vertical. (b) same as (a), but the simulated 5 

value is computed with the ECMWF-ROPP operator. 6 
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 1 

Table 1 Settings in all the assimilation experiments 2 

Exps. name Observations Quality control 

CNTL Convention
*
 QC-A 

REF Convention+ refractivity QC-B 

BANGLE Convention + bending angle  QC-B 

BANGLE_noTW 

Same as BANGLE but the bending 

angle profile near Taiwan is not 

assimilated at 1800 UTC 15 June 

QC-B 

BANGLE_TW 

Same as BANGLE but only the 

bending angle profile near Taiwan 

is assimilated at 1800 UTC 15 June 

QC-B 

BANGLE-QC Convention+ bending angle QC-A 

NoBANGLE 

Same as BANGLE but no bending 

angle assimilated at 1200U TC 15 

June 

QC-B 

   3 

                                                        
*
 Convention data used in this study includes the sounding from the rawinsondes and flight, upper air sounding from 

the air report, and surface station. 



 43 

Table 2(a) ETS of quantitative precipitation forecast on 16 June. 1 
 2 

 3 

 4 

 5 

Table 2(b) Bias of quantitative precipitation forecast on 16 June. 6 

threshold 

observation 

50mm/day 100mm/day 130mm/day 

CNTL 0.63 0.41 0.37 

Bending Angle 1.20 1.07 1.18 

Refractivity 0.65 0.48 0.32 

7 

threshold 

observation 

50mm/day 100mm/day 130mm/day 

CNTL 0.11 0.04 0.00 

Bending Angle 0.46 0.73 0.59 

Refractivity 0.22 0.30 0.18 
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 1 

Figure 1(a) Topography of Taiwan (in km) and the distribution of the automatic rain gauge 2 
stations. Three boxes denote the offshore, coastal, and terrain regions from the left to right, 3 
respectively. (b) Total accumulated rainfall from the observations in color scale (mm). (c) 4 
Average hourly rainfall from the automatic rain gauges on 16 June 2008. The red line denotes the 5 
average rainfall from the rain gauges collected over the coastal plain (the middle box in Fig. 1a) 6 
and the blue line is for the rain gauges over the terrain region (the right box in Fig. 1a). The star 7 
in Fig. 1a denotes the model grid point (120.2°E and 22.7°N) near the Pingtung sounding station.  8 
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 1 

 2 

Figure 2. (a) Model temperature (T) and water vapor mixing ratio (Qv) for a profile located in 3 
the region of the southwesterly jet.  The red line denotes the new water vapor mixing profile 4 
similar to the original one except that the values between the 1

st
 and level 8

th
 model levels are 5 

modified. (b) Model refractivity and bending angle profiles based on the information from Fig. 6 
2a. The modified refractivity and bending angle derived with the modified moisture are denoted 7 
as red and dashed lines, respectively. 8 
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  1 

Figure 3. The WRF model domain and observations used in the assimilation and forecast 2 
experiments. The largest domain with a horizontal grid spacing of 27 km is used for performing 3 
the LETKF assimilation. Two additional nested domains, with horizontal grid spacing of 9 and 3 4 
km respectively, are included for performing the 30-h forecasts. 5 

  6 
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 1 

Figure 4. Ensemble-based covariance between the water vapor mixing ratio at the model level 2 
near the 850-hPa level and (a) the bending angle, (b) the refractivity, (c) the BND-A and (d) the 3 
BND-B simulated at point A. Red contours denote the negative values. Point A is the location of 4 
the COSMIC profile at 121.44°E and 19.49°N. Fig. 4(a)-(d) use the same ensemble from the 5 
background ensemble of the BANGLE experiment at 0000UTC 15 June. 6 

 7 
 8 
 9 



 48 

 1 

Figure 5. Vertical cross-section of the ensemble-based covariance along line AB in Fig. 4 2 
between the water vapor mixing ratio and (a) the bending angle, (b) the refractivity, (c) the BND-3 
A and (d) the BND-B simulated at location A in Fig. 4.  4 

  5 
  6 
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 1 

Figure 6. (a)The ensemble mean state of water vapor mixing ratio and (b) vertical gradient of the 2 
mean water vapor mixing ratio at the observation location (121.44°E, 19.49°N). Ensemble 3 
spread of the (c) water vapor mixing ratio, (d) vertical gradient of the water vapor mixing ratio, 4 
(e) refractivity and (f) bending angle at the same observation location. 5 



 50 

 1 

Figure 7. Time-height series of the potential temperature (contours) and wind (arrows) at the 2 

location of the star in Fig. 1a. A full barb and a half barb represent 5 and 2.5 m s
-1

, respectively. 3 
Gray shading denotes the water vapor mixing ratio larger than 18.5 g/kg.  4 
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 1 

Figure 8. Root mean square (RMS) of the differences of the water vapor mixing ratio between 2 
the observations and analysis. The observations are taken from all the rawinsondes located in the 3 
model domain during 15 and 16 June. 4 

  5 

  6 
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 1 

 2 

  3 
Figure 9. Total precipitable water in color scale from (a) the observation of AIRS and 

AMSU data at 1742 UTC 15 June and sounding data (scattered circles) at 1800UTC, and 

from the analysis of (b) CNT, (c) BANGLE and (d) REF at 1800 UTC 15 June. 
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 1 

Figure 10. The bias (dashed lines) and RMS (solid lines) of the differences between the 2 
observation and analysis of the (a) zonal and (b) meridional wind. The observations are the 3 
sounding data from the ships collected from 0000 UTC 15 June to 1800 UTC 16 June.  4 

 5 

 6 

7 
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 1 

Figure 11. Differences of the zonal (upper panel) and meridional (lower panel) wind of the 2 
BANGLE and CNTL analyses (BANGLE minus CNTL) in color scale (m/s) at the 950-hPa level 3 
at 1200 UTC 15 June (left), 1800 UTC 15 June (middle) and 0000 UTC 16 June (right). 4 

 5 

  6 
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 1 

 2 

Figure 12. Total precipitation in color scale  (mm) on 16 June (accumulated from 1600 UTC 15 3 
to 1600UTC 16 June) from the forecasts initialized from (a) CNTL, (b) REF and (c) BANGLE 4 
analyses at 1200 UTC 15 June. 5 
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    1 

Figure 13. Time series (LST) of the hourly precipitation from the forecasts initialized from (a) 2 
CNTL, (b) REF and (c) BANGLE analyses at 1200 UTC 15 June. 3 

 4 

 5 
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   1 

Figure 14. 950-hPa wind vectors (m/s) and convergence (color shading; 10
-4

s
-1

) of the (a) CNTL, 2 
(b) REF and (c) BANGLE analyses at 1200 UTC 15 June. The dashed line denotes the 500 m 3 
terrain height. 4 

 5 
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 1 

 2 

Figure 15. Wind vectors (m/s), vertical motion (shaded for amplitude larger than 0.2 m s
-1

) and 3 
the 24°C (purple contour) and 25°C (blue contour) isotherm of the temperature at surface of the 4 
(a) CNTL, (b) REF and (c) BANGLE forecasts at 2200 UTC 15 June (0600LST 16 June). The 5 
green dashed line denotes the 500 m terrain height.6 
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 1 

 2 

 3 

Figure 16. Total water vapor mixing ratio (g kg
-1

) below the 500-hPa level from (a) 4 
CNTL, (b) BANGLE, (c) BANGLE_noTW and (d) BANGLE_TW analyses at 1800 5 
UTC 15 June. Gray shading denotes the value larger than 13 g/Kg.  6 
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 1 

Figure 17. Same as Fig. 12 except the forecasts are initialized from (a) NoBANGLE and 2 
(b) BANGLE-A analyses at 1200 UTC 15 June.   3 

                (a) NoBANGLE                                           (b) BANGLE-A 

(a) (b) 
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 1 

 2 

Figure A (a) Relative difference of the simulated bending computed with the NCU local 3 
operator and the TACC atmprf data. (b) same as (a) but compared with the TACC brfprf 4 
data. (c) Same as (a) but the simulated bending angle is computed with the ECMWF-5 
ROPP local operator. (d) same as (c) but compared with the TACC brfprf data. 6 
  7 
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 1 

2 

 3 

Figure B (a) Difference of the simulated bending angle computed with the NCU local 4 
operator and the TACC atmprf observations. The comparison is made only when the 5 
simulated refractivity fulfills the assumption of exponential variation in vertical. (b) 6 
same as (a), but the simulated value is computed with the ECMWF-ROPP operator. 7 
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revealed by weather radar and rain gauge obse
This study documents from an observational perspective the structure of precipitation systems over the
complex topography of Taiwan as Typhoon Morakot (2009) impinged on the island on 8 August 2009. An
advanced multiple-Doppler radar synthesis technique particularly designed for dealing with non-flat sur-
faces is applied to analyze the three-dimensional wind fields over the ocean and terrain. In the northern
and southern portion of the analysis domain where the mountain slope is relatively gentle and steep,
respectively, the radar reflectivity measurements indicate that the precipitation systems exhibit very dis-
tinct features, namely, horizontal translation in the north and abrupt intensification in the south. While
still far from the southern mountainous region, a north–south oscillation of an east–west-oriented band
of strong radar reflectivity (>40 dBZ) with a horizontal span of 20 km is observed. Along the mountain
slopes, the band of strong radar reflectivity has a much wider north–south extent. Both the radar and rain
gauge observations show that the major precipitation is primarily confined to the windward side of the
mountains. An analysis of the saturated Brunt–Väisälä frequency reveals that the upstream atmosphere is
statically unstable, which implies that the lifting of the incoming convective cells by the topography will
easily trigger precipitation. Thus, most of the moisture will be consumed before the air reaches the lee-
ward side of the mountains. The long duration and the wide range of heavy precipitation in the moun-
tainous regions resulted in a record-breaking average (over the gauges) rainfall amount of 2000 mm
over 4 days.

The prevailing winds approaching the mountains are from the west. The cross-barrier wind speed has a
maximum (�40 m s�1) above the mountain crest that can be reasonably explained by a simplified shal-
low water model.

The capability of applying the weather radar to provide a reliable quantitative estimate of the rainfall
over a large area with high temporal and spatial resolution is demonstrated using dual-polarimetric radar
data. The potential applications of the knowledge of the wind and precipitation characteristics in hydrol-
ogy and other fields are addressed in this manuscript.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Tropical cyclones (TCs) are the most destructive weather sys-
tems threatening Taiwan. Every year, approximately 30 typhoons
develop in the western North Pacific. On average, three to four
TCs make landfall or affect Taiwan annually. Strong winds and hea-
vy precipitation associated with these TCs often result in severe
casualties and property loss.

The topography of Taiwan is dominated by the north–south-ori-
ented Central Mountain Range (CMR, see Fig. 2), which has peaks
reaching nearly 4000 m high and covers a distance of about
300 km from north to south. The CMR can significantly alter the
structure and motion of a typhoon that crosses the island (Yang
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+886 3 4256841.
).

al. Structure of precipitating s
rvations. J. Hydrol. (2012), http
et al., 2008). The investigation of the interaction between the ty-
phoon circulation and CMR is thus an important area of research.
Chang et al. (1993) analyzed a 20-year data set (including 82 ty-
phoons) recorded by 22 surface stations to describe the effects of
the Taiwan topography on the surface structure of these typhoons.
Yeh and Elsberry (1993a, 1993b), Lin et al. (2002, 2005), Jian and
Wu (2008) and Huang et al. (2010) utilized numerical simulations
to examine the rainfall distribution, track continuity, and track
deflection induced by orographic effects as a typhoon passes over
the CMR. Lee et al. (2006) examined observations from conven-
tional surface stations and automatic rain gauges to study the cor-
relation between the amount of rainfall and the elevation. Yang
et al. (2008) applied a very high resolution (2 km) model to inves-
tigate the topographic effects on the typhoon track and intensity,
and the rainfall pattern and amounts. Wu et al. (2002) and Chien
et al. (2008) utilized the MM5 (Fifth-Generation NCAR/Penn State
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
://dx.doi.org/10.1016/j.jhydrol.2012.09.004
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Fig. 1. (a) The track of Typhoon Morakot (2009) and (b) the satellite images of Tropical Storm Goni, Morakot and pre-typhoon Etau at 0030 UTC 07 August 2009.

2 Y.-C. Liou et al. / Journal of Hydrology xxx (2012) xxx–xxx
Mesoscale Model) to assess the impact of the terrain on the occur-
rence of extreme typhoon rainfall events in Taiwan.

Weather radars around the globe have been utilized to study
the interactions between typhoons/hurricanes and the topography.
Willoughby and Black (1996), Geerts et al. (2000), Shun et al.
(2003), and Nishiwaki et al. (2010) used ground-based and/or air-
borne Doppler radars to illustrate the characteristics of hurricanes
Please cite this article in press as: Liou, Y.-C., et al. Structure of precipitating s
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(typhoons) in South Florida, Dominican Republic, Hong Kong, and
Japan. Taiwan has an island-wide network of nine ground-based
weather radars. New wind analysis techniques and the data col-
lected by these radars have been widely used to diagnose the
behavior and structure of typhoons affecting Taiwan (e.g., Wang
and Tseng, 1999; Lee et al., 2000; Hor et al., 2005; Liou et al.,
2006). Yu and Cheng (2008) documented the orographic precipita-
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
://dx.doi.org/10.1016/j.jhydrol.2012.09.004
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Fig. 2. Locations of surface rain gauges (solid circles) and the RCMK and RCCG
weather radars (square and triangle, respectively). The height of the terrain is
denoted by shading with an interval of 500 m.

Fig. 3. Composite radar reflectivity (dBZ) of Typhoon Morakot at 00 UTC 8 August
2009.
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tion characteristics associated with typhoon Xangsane (2000)
using two ground-based Doppler radars in northern Taiwan. Their
study described in detail the differences in the precipitation distri-
butions near a three-dimensional mountain and a relatively lower,
narrower two-dimensional barrier.

Typhoon Morakot (2009) is considered the most catastrophic
meteorological event to strike Taiwan during the past five decades.
The floods and mudslides triggered by its extreme torrential rain-
fall caused tremendous societal and economic impacts on this is-
land. The purpose of this study is to document from an
observational point of view the structure and variations of the pre-
cipitation systems within Typhoon Morakot over the complex
topography when impinging on Taiwan on 8 August 2009. The pos-
sible applications of the information regarding wind and precipita-
tion characteristics in hydrology and other fields are also
addressed in this manuscript.

In the next section, a brief overview of the large-scale synoptic
weather conditions associated with Typhoon Morakot is provided.
The Doppler radar observations and the technique used in this
study for analyzing the three-dimensional wind fields are de-
scribed in Section 3. In Section 4, the structure and evolution of
the precipitation systems over southern Taiwan are described
based on the radar reflectivity. In Section 5, the rainfall distribu-
tions at different altitudes in the windward and leeward sides of
the mountain are investigated using surface rain gauge measure-
ments. Discussion of the kinematic structures of the typhoon rain-
bands is given in Section 6. The capability of using the advanced
dual-polarimetric weather radar data to conduct quantitative pre-
cipitation estimation (QPE) is discussed in Section 7. Some conclu-
sions and suggestions for future work are presented in Section 8.

2. Large-scale environmental conditions and a brief overview of
Typhoon Morakot

Typhoon Morakot formed at 00 UTC 3 August over the western
North Pacific (WNP) ocean near 20.0�N, 133.6�E and then moved
steadily westward to make landfall on Taiwan at 16 UTC 7 August
(Fig. 1a). At the same time, Tropical Storm Goni and a tropical
depression that later intensified into Typhoon Etau were located
to the southwest and east of Morakot, respectively. These three
convective systems were within a much broader monsoon gyre
that had a longitudinal span of about 5000 km (Fig. 1b). The south-
west monsoon flow that expanded from the Bay of Bengal to the
Philippine Sea transported warm and humid air to Taiwan and
vicinity, which provided favorable environmental conditions for
the maintenance and development of convection.
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As Morakot approached Taiwan, its translation speed decreased
substantially from 20 km h�1 to 10 km h�1, and then further de-
creased to 5 km h�1 after landfall (Chien and Kuo, 2011). This slow
movement of Morakot over Taiwan contributed a prolonged dura-
tion of rainfall. The maximum accumulated 4-day precipitation
from 6 August to 10 August was a record-breaking 3000 mm at
the Alishan station in the southern CMR. The rain gauge observa-
tions revealed that the heaviest rainfall occurred on 8 August,
which is the target day for analysis in this study.

3. Observational data and methodology for wind field analysis

The locations of 146 surface rain gauges and two weather radars
utilized in this study are shown in Fig. 2. Surface precipitation
observations are available from 16 UTC 5 August to 16 UTC 10 Au-
gust. The weather radar is a powerful instrument for monitoring
severe weather since it provides information on the internal struc-
tures of the precipitating systems with high temporal (<10 min)
and spatial (�1 km) resolution. Observations will be analyzed be-
tween 00 and 24 UTC 8 August from the RCCG and RCMK radars
operated by the Central Weather Bureau (CWB) and Air Force of
Taiwan, respectively. The RCCG is a S-band (10-cm wavelength)
Doppler radar, while the RCMK is a C-band (5-cm wavelength)
dual-polarimetric radar.

A Doppler radar detects the reflectivity and radial winds (Vr).
The latter is the projected component of the complete three-
dimensional wind field (u,v,w) along the radar beam, and can be
expressed as follows:

Vr ¼
x
r

u� y
r
v � z

r
ðwþWTÞ; ð1aÞ

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p
; ð1bÞ

where r is the distance from the radar to the observed point (x,y,z),
and WT is the terminal velocity of the hydrometeors, which can be
estimated from the radar reflectivity (Sun and Crook, 1997). In con-
trast, the dual-polarimetric radar transmits radio wave pulses with
both horizontal and vertical orientations, which has been proved to
be extremely useful in improving radar data quality control, precip-
itation classification, and rainfall estimation. The composite radar
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
://dx.doi.org/10.1016/j.jhydrol.2012.09.004
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Fig. 4. Topography of Taiwan represented in gray scale with an interval of 500 m.
Two east–west (H1, H2) and four north–south (V1 � V4) oriented cross-sections are
selected for further analysis. The horizontal and vertical axes denote the distances
(km) from the RCCG.
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reflectivity at 00 UTC 8 August (Fig. 3) indicates a highly asymmet-
ric pattern of convection in Morakot, with the most intense convec-
tion concentrated in southern Taiwan. The center of the typhoon is
nearly unidentifiable. The rainbands in southern Taiwan repre-
sented by the nearly east–west-oriented radar reflectivity will be
studied in detail in the next section.

Using the radial winds detected by two or more radars, a multi-
ple-Doppler radar wind synthesis can provide a complete three-
dimensional wind field (u,v,w) based on an algebraic approach, a
variational analysis, or a combination of the two (e.g., Armijo,
1969; Miller and Strauch, 1974; Doviak et al., 1976; Ray et al.,
1978; Chong and Testud, 1983; Protat and Zawadzki, 1999; Chong
and Bousquet, 2001; Gao et al., 2004). In this study, a newly de-
signed algorithm developed by Liou and Chang (2009) and Liou
et al. (2012) is employed for the first time to analyze the internal
flow structure within the Typhoon Morakot precipitation systems.

In this new method, the solution of the three-dimensional wind
is obtained by variationally adjusting the winds to satisfy a series
of constraints in weak formats. Among them, the primary ones
are the multiple-radar radial velocity observations, anelastic conti-
nuity equation, vertical vorticity equation, background wind field,
top and bottom boundary conditions for the winds, and spatial
smoothness terms. Liou and Chang (2009) demonstrated that this
new method was capable of recovering the wind field along and
near the radar baseline (an imaginary line connecting two radars),
and performing vorticity budget analysis. Liou et al. (2012) further
extended this algorithm to include the topographic effect by apply-
ing the immersed boundary method (Tseng and Ferziger, 2003),
thus a wind synthesis immediately above the rugged mountain
slopes can be obtained. These are the important advantages of this
method over the traditional approaches cited above. Experiments
using numerical and observational data in Liou and Chang (2009)
and Liou et al. (2012) indicated that this method was able to re-
trieve accurate horizontal winds, and rather reasonable vertical
velocity structure. However, it tends to underestimate the maxi-
mum vertical wind speed. This can be attributed to the relatively
smaller geometric projection of w wind component to the Doppler
radial wind observations (see Eq. (1a)), and is also a common prob-
lem to other dual/multiple Doppler radar synthesis algorithms.
Fig. 5. Hovmöller diagram of radar reflectivity (5 dBZ interval) along east–west
cross-sections (a) H1, and (b) H2. The horizontal coordinate is the distance along the
east–west direction from RCCG. The vertical axis indicates UTC time on 8 August
2009. The solid curve at the lower-right corner depicts the topography. The
characters E and W represent east and west directions, respectively.
4. Topographic effects on morakot precipitation systems
revealed by radar reflectivity

Two east–west-oriented (H1 and H2 in Fig. 4) and four north–
south-oriented (V1–V4 in Fig. 4) cross-sections are examined to dis-
play the vertical structure of the typhoon rainbands represented by
radar reflectivity. The H1 and H2 represent two cross-sections
extending from the ocean toward the land. The mountain crossed
by H1 (H2) has a relatively gentle (steep) slope. Cross-sections
V1–V4 are along vertical planes passing through the coastal plain,
foothills, mountain slope, and mountain peak, respectively. To
avoid using the data contaminated by surrounding ground/sea
clutters, radar data within a horizontal distance of 5 km from the
radar site are discarded. Furthermore, a criterion (radial wind
<2.0 ms�1 and reflectivity >45 dBZ) is given to filter out the data af-
fected by mountain blockage. The removal of the radar data
through the above procedures would generate data void regions,
which are illustrated by the white stripes in the following Figs. 5
and 6.

The radar reflectivity at Z = 3 km along cross-sections H1 and H2

are shown in Fig. 5a and b. In these Hovmöller diagrams, the ver-
tical axis denotes the time so that the temporal variation of the ra-
dar reflectivity at a certain location is described. Along cross-
section H1, most of the strong convection can be traced back to
the ocean. In a few cases, the convection is strengthened above
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the gentle slope. At 08 UTC, the convection at approximately
X = �40 km tends to move toward the ocean, which suggests the
possibility of the formation of new convective cells on the up-
stream side that then merge with the old decaying cells. This pro-
cess is referred to as back-building mechanism (Bluestein and Jain,
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
://dx.doi.org/10.1016/j.jhydrol.2012.09.004
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Fig. 7. Hovmöller diagram of the RCCG radial velocity averaged within a sector
facing south. The positive (negative) value on the horizontal axis indicates a
northerly (southerly) flow in m s�1.

Fig. 6. Same as in Fig. 5, except the Hovmöller diagrams for north–south oriented cross-sections: (a) V1; (b) V2; (c) V3, and (d) V4. The horizontal coordinate is the distance
along the north–south direction from the RCCG. The characters N and S represent north and south directions, respectively.
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1985). Along H2, the convection tends to intensify immediately in
front of the steep mountains, especially after 04 UTC. In both H1

and H2, the regions of strong radar reflectivity seldom extend to
the leeward side of the mountains, which is a clear indication of
the impact of the topographic effects.

Hovmöller diagrams of the radar reflectivity at Z = 3 km are
shown in Fig. 6 along four north–south cross-sections V1–V4.
Where V1 cross-section crosses the coastal plain area, the radar
reflectivity has a prominent north–south-oriented oscillation from
00 to 12 UTC. This rainband oscillates over a distance of 100 km,
with a period of approximately 8 h. This oscillation is proposed
to be due to interaction between the northerly flow in the outer re-
gion of the typhoon and variations in the southerly flow. Since the
Doppler radial wind is a measurement of the wind component par-
allel to the radar beam, a negative (positive) value indicates that
the wind has a component toward (away from) the radar. An aver-
age of the radial wind within a sector south of the RCCG radar site
with a radius of 60 km and an azimuth angle ranging from 166� to
194� is a good indicator of the strength of the southerly flow
(Fig. 7). Note that in this plot positive (negative) velocity implies
northerly (southerly) wind. Comparing Figs. 6a and 7, when the ra-
dar reflectivity band moves southward from 00 to 03 UTC, the
northerly wind increases from 0 m s�1 to 6 m s�1 in a similar time
interval. The magnitude of the northerly wind decreases gradually
after 03 UTC, and the wind at 60 km radius from RCCG becomes
southerly after 05 UTC. The increase in the southerly flow from
05 UTC to 12 UTC corresponds to the northward oscillation of
the reflectivity band (Fig. 6a). The oscillatory movement of the
rainband along V1 was expected to reduce the accumulated rainfall
over the ocean and near the coastal region. This feature was also
verified by the surface rain gauge observations shown in the next
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section. When the southerly flow fluctuates at around 8 m s�1 from
12 to 24 UTC, the reflectivity band does become more stationary
during this period of time.

At V2 (Fig. 6b), the radar reflectivity has a similar oscillatory
movement as in V1 from 00 to 10 UTC at the southern side of the
mountains. After 10 UTC, the main band of strong radar reflectivity
moves northward, spreads to a wider region, and remains almost
stationary over the foothills. The north–south extent of the strong
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
://dx.doi.org/10.1016/j.jhydrol.2012.09.004
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radar reflectivity (>40 dBZ) band increases from about 10 km at V1

to 50 km at V2. Along V3, an even broader distribution of the strong
radar reflectivity suggests the spread of heavy precipitation over a
larger area along the mountain slopes, which persists for almost
the entire 24 h. This prolonged duration resulted in record-break-
ing rainfall in this area. Finally, along where the V4 cross-section
falls above the mountain peaks, the intensity of the radar reflectiv-
ity decreases dramatically. This difference between V3 and V4

means that when the air flow, presumably unstable and very
moist, ascends along the mountain slopes, most of the raindrops
forming during this stage fall on the windward side before reach-
ing the crest. The process that induces this type of orographic pre-
cipitation is categorized as the upslope-triggering mechanism
(Houze, 1993).
5. Topographic effects on Morakot precipitation systems
revealed by surface rainfall measurements

In this section, the topographic effects are examined utilizing
surface rainfall measurements. Hourly rainfall intensity and accu-
mulated amount recorded by rain gauges on the windward and
leeward sides of the southern CMR are averaged (over the number
of gauges) at different altitudes (0.0–0.2 km, 0.2–0.5 km, 0.5–
1.0 km and >1.0 km MSL) in Figs. 8 and 9, respectively. On the
windward side of the CMR (Fig. 8), the precipitation began at
approximately 12 UTC 6 August, while on the leeward side
(Fig. 9), the major rainfall did not occur until 00 UTC 7 August.
On the windward side, relatively small precipitation is observed
over the coastal plain area where the height of the terrain is below
0.2 km, and the accumulated rainfall in this region starts to level
off after 06 UTC 9 August (Fig. 8a). However, the rainfall increases
substantially close to the mountainous region. The strongest aver-
age rainfall intensity is about 63 mm h�1 and occurs at 0.2–0.5 km.
The intensity decreases slightly to 50 mm h�1 at higher altitudes.
The 4-day (12 UTC 6 August to 12 UTC 10 August) accumulation
of precipitation reached 2000 mm at altitude >1.0 km. A significant
amount of rainfall was recorded after 9 August (Fig. 8c, e, and g).

In contrast, a dramatic decrease in both the intensity and cumu-
lative rainfall amount is observed on the leeward side of the CMR
(Fig. 9). The accumulated precipitation observed by gauges located
at 0.0–0.2 km, 0.2–0.5 km and 0.5–1.0 km MSL varies around
500 mm, but the differences are not very significant. The gauges
at altitudes >1.0 km detect the heaviest 4-day accumulated rainfall
and hourly rain rate on the lee side of CMR, but these values are
only about 750 mm and 40 mm h�1 (Fig. 9g), respectively. Farther
eastward over the mountain slopes near the east coast, the rainfall
intensity decreases to less than 20 mm h�1 (Fig. 9c and e). The rain
in this leeward area nearly stopped after 06 UTC 9 August. The
accumulated 4-day precipitation on the leeward side is only about
30% of that on the windward side. Obviously, the CMR has a pro-
found influence on the spatial distribution of the rainfall. These
features revealed by the surface rainfall measurements are in good
agreement with the radar reflectivity observations.

Lee et al. (2006) analyzed the data from conventional surface
stations and automatic rain gauges for 58 typhoons affecting Tai-
wan during 1989–2001. They also found that the rainfall amount
increased considerably with the station’s elevation. However, it is
worthwhile to note that although the increase of the rainfall with
altitude appeared to be a frequently seen feature, yet it was not al-
ways the case. For example, using observational data and numeri-
cal model simulations, Chiao and Lin (2003) and Chen et al. (2007)
all reported that the locations with maximum rainfall during the
passage of a typhoon could be along the coastal region of Taiwan.
Xu et al. (2012) presented that in a heavy precipitation event the
rainfall was confined only over the ocean and southwestern coast
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of Taiwan during a period of 16 h, and never reached to the moun-
tainous region.

6. Morakot’s flow fields over complex terrain

The investigations by Westrick and Mass (2001), Ibbitt et al.
(2001), Jasper et al. (2002) and Li et al. (2005) reveal promising re-
sults of applying meso-scale numerical weather prediction models
for predicting regional rainfall characteristics, and the coupling of
meteorological models with hydrological models for flood fore-
casting. Their studies show the crucial role played by a good model
forecast of the precipitation. This leads to the requirement of a cor-
rect interpretation of the internal kinematic structure of the pre-
cipitation system, since accurate wind information will be
needed for model initializing and/or data assimilation, if a reliable
meteorological model forecast is desired. This is the main issue
that is addressed in this section. In addition, the static stability of
the atmosphere is an important parameter for understanding the
sensitivity of the air to orographic lifting, which will also be eval-
uated in this section.

6.1. The wind field in a horizontal plane

The three-dimensional wind fields over the southern CMR are
analyzed with the multiple-Doppler synthesis method developed
by Liou and Chang (2009) and Liou et al. (2012) using the RCCG
and RCMK observations at 1039 UTC and 1046 UTC. Several flow-
related fields at Z = 3.25 km, at which the maximum vertical vortic-
ity (ov/ox � ou/oy) occurs are depicted in Fig. 10. At this time, the
typhoon center is well to the north outside the boundary of this
diagram. The prevailing winds in this region are basically from
due west, and impinge on the north–south-oriented CMR at a
nearly perpendicular angle (Fig. 10a). The horizontal winds in the
northern part of the analysis domain have a cyclonic curvature.
An elongated band of strong winds that coincide closely with the
large radar reflectivity (>40 dBZ) band extends from the ocean to
the land (Fig. 10b). At this height, the maximum wind speed ex-
ceeds 38 m s�1 on the windward side of the terrain. Vertical veloc-
ities in the rainband indicate stronger (weaker) updrafts
(downdrafts) with a highly variable spatial distribution, which im-
plies vigorous convective motions inside the rainband. Comparing
Fig. 10b and d, a strong positive vorticity is present near the foot-
hills at X � 50 km, Y � �10 km, which is approximately at the ra-
dial-inward side of the wind speed maximum (see the thin
horizontal line at Y = �10 km in Fig. 10b and d). This positive vor-
ticity suggests an enhancement of the westerly winds within this
rainband (Houze, 2010).

The vertical vorticity equation is:
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where n is the vertical vorticity, and f represents the Coriolis param-
eter. The first, second, and third terms on the right side of (2a) de-
note the advection, divergence, and tilting terms, respectively. Most
of the temporal change in the vorticity can be attributed to the
advection mechanism (Fig. 10e), which is not surprising in such a
high wind speed region. As shown in Fig. 10f, the tilting term, which
transfers the horizontal spin of the flow into the vertical, also has an
important contribution to the rotational motion over the ocean and
mountainous area. Over the coastal plain (X = 0–50 km, Y = �50 to
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
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Fig. 8. Hourly rainfall rate histograms (mm h�1; left axis) and accumulated precipitation (solid curve in mm; right axis) recorded by the gauges at different altitudes on the
windward side of the CMR. The rain gauge data are grouped by altitudes: (a) and (b) 0.0–0.2 km; (c) and (d) 0.2–0.5 km; (e) and (f) 0.5–1.0 km, and (g) and (h) >1.0 km. The
topography of Taiwan is illustrated in gray scale with an interval of 500 m.
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0 km in Fig. 11f), the tilting term contribution at this height be-
comes less important. In this region, the horizontal gradients of w
(ow/ox and ow/oy; see w field in Fig. 11c) are relatively small. In
addition, the convective mixing (to be discussed in the next section)
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likely diminishes the vertical wind shear (ou/oz and ov/oz). As a re-
sult, the tilting term in (2a) may be reduced substantially in the
coastal plain segment of the rainband. The contribution from the
divergence term (not shown) is relatively insignificant at Z = 3.5 km.
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
://dx.doi.org/10.1016/j.jhydrol.2012.09.004

http://dx.doi.org/10.1016/j.jhydrol.2012.09.004


Fig. 9. As in Fig. 8, except for the rainfall measured at gauges on the leeward side of the CMR.
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6.2. The wind field in a vertical plane

The wind field structure along a representative vertical cross-
section passing through the CMR in southern Taiwan (Fig. 11)
has several interesting features. As shown in Fig. 11a, the lower-
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tropospheric air ascends and flows over the mountain crest. The ra-
dar reflectivity begins to intensify, and increase to above 40 dBZ
when reaching the first hill located at X � 42 km. The enhancement
of the precipitation system on the windward side of the CMR is
associated with vigorous up- and downdrafts (>4 m s�1) in regions
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
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Fig. 10. Retrieved wind fields at Z = 3.25 km using radar observations from RCMK and RCCG between 1039 UTC and 1046 UTC 8 August 2009: (a) horizontal flow field (wind
vectors) and radar reflectivity (gray scales in dBZ); (b) horizontal wind speed (m s�1); (c) vertical velocity (m s�1); (d) vertical vorticity (�10�3 s�1); (e) vorticity advection
term (�10�6 s�2); and (f) vorticity tilting term (�10�6 s�2). Positive and negative distances on the coordinates are relative to the location of RCCG.
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of strong radar reflectivity (>40 dBZ) that stretch from the foothills
to the mountain peaks. The low-level vertical wind shear of the
cross-barrier flow (i.e., u component) is weak, and the air deceler-
ates near the surface at X � 50 km, where the effect of terrain be-
gins (Fig. 11b).

A noticeable characteristic is the wind speed maximum exceed-
ing 40 m s�1 above the mountain top. To explore the mechanism
that causes this maximum, the static stability of the atmosphere
is first evaluated, since the region of interest is filled with heavy
precipitation. Instead of using the conventional dry or moist
Brunt–Väisälä frequency, it is more appropriate to compute the
saturated (N2

sat) suggested by Durran and Klemp (1982):

N2
sat ¼ g

1þ ðLqsRTÞ
1þ ðeL2qscpRT2Þ

� dlnh
dz
þ L

cpT
dqs

dz

� �
� dqw

dz

( )
; ð3aÞ

where g is the gravity, e = 0.622, L is the latent heat of vaporization,
R is ideal gas constant for dry air, T is the temperature, qs denotes
the saturation mixing ratio, Cp is the specific heat at constant pres-
sure, h represents the potential temperature, and qw is the sum of qs

and the liquid water mixing ratio.
The National Centers for Environmental Prediction (NCEP) Final

(FNL) analysis, and the liquid water mixing ratio estimates from
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the radar reflectivity (Sun and Crook, 1997, Liou et al., 2003), are
used to estimate N2

sat . Near the time of analysis, the upstream
(west) side of the mountain value of N2

sat is about �5.61 � 10�5 s�2.
A negative value implies that the saturated atmosphere is statically
unstable, which creates a favorable condition for the development
of convection, when proper external forcing such as orographic lift-
ing is provided. Vigorous convective conditions are confirmed by
the absence of a bright band in Fig. 11a, which would be an indica-
tor of stratiform-type precipitation.

Vertical mixing processes in vigorous convection tend to
smooth out vertical differences, and thus tend to generate an
equivalent barotropic atmosphere. For such conditions, simplified
steady-state, two-dimensional shallow water equations may be
applied (Holton, 2004):
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Fig. 11. Wind field along an east–west vertical cross-section 40 km south of RCCG.
(a) u–w wind field (vectors), radar reflectivity (gray scales), and vertical velocity
(positive (negative) indicated by solid (dashed) contours); (b) cross-barrier, or u
component of wind. The intervals for radar reflectivity, vertical velocity, and u are
10 dBZ, 2 m s�1, and 5 m s�1, respectively.

10 Y.-C. Liou et al. / Journal of Hydrology xxx (2012) xxx–xxx
where u (>0) is the cross-barrier wind component, h denotes the
height of the shallow water interface, which in this case is the depth
of the underlying barotropic atmosphere, and H represents the alti-
tude of the mountain peak. The shallow water Froude number (Fr) is
the ratio of the flow speed u and the shallow water gravity wave
phase speed (C ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gðh� HÞ

p
). For this case, the height (H) of the

crests in the southern CMR is about 2000 m, and the upstream wind
speed (u) is approximately 20 m s�1. If it is assumed that h exceeds
H owing to the strong vertical mixing, then Fr would be smaller than
one, which is referred to as subcritical conditions (Durran, 1986,
1990). When Fr < 1 and ou/ox > 0 in (4a), then u would increase with
distance x toward the east in upslope conditions (i.e., oH/ox > 0). The
wind speed would then decrease after passing the mountain top as
oH/ox � 0 at this position, so the result is a speed maximum above
the mountain crest. The features described with this conceptual
model are consistent with the observed wind speed distribution
along the mountain slope shown in Fig. 11b.
Fig. 12. Scatterplot of the 6-h (06–12 UTC 8 August) accumulated rainfall amounts
observed by surface rain gauges and the RCMK dual-polarimetric radar.
7. QPE using RCMK dual-polarimetric radar data

An accurate representation of the temporal and spatial variation
of rainfall is essential for computing and modeling runoff (Faures
et al., 1995; Syed et al., 2003; Li et al., 2011). The dual-polarimetric
radar has been recognized as a very effective instrument to im-
prove QPE (Doviak and Zrnic, 1993; Zrnic and Ryzhkov, 1999; Brin-
gi and Chandrasekar, 2001). In this study, dual-polarimetric radar
data collected by the RCMK are utilized to conduct a QPE experi-
ment for this extreme rainfall event. The relevant dual-polarimet-
ric variables include the reflectivity factor (ZH) and specific
differential phase shift (KDP). Basically, ZH is the reflected power
from horizontal polarization. Due to the oblate shape of a raindrop,
the horizontally-polarized electromagnetic waves experience lar-
ger phase lags and thus propagate slower than the vertically-polar-
ized waves. The KDP is a measure of the resulting differential phase
per unit distance, and is a parameter that is very sensitive to heavy
Please cite this article in press as: Liou, Y.-C., et al. Structure of precipitating s
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precipitation. The extra information about the raindrop shape pro-
vided by these dual-polarimetric variables is crucial for accurate
rainfall estimation. It is emphasized that compared with rain
gauges, the RCMK radar is able to provide rainfall estimates over
an area of several thousand square kilometers with high temporal
(�7.5 min) and spatial (�1.0 km) resolutions.

It should be pointed out that the uncertainty of QPE by using
weather radar was mainly from the variability of the rain drop size
distribution (DSD). In order to reduce the errors of QPE, one can use
a disdrometer to measure the DSD during a rainfall event,
then merge this information with the data collected by a dual-
polarimetric radar to perform QPE. However, in this Typhoon
Morakot case, the disdrometer data were not available in the area
of interest. In addition, it was our purpose to demonstrate the fea-
sibility of using an operational dual-polarimetric radar to conduct
QPE over an area with complex terrain at a routine basis. Thus, the
rainfall was estimated only by a hybrid empirical scheme based on
May et al. (1999) and data sets collected in previous case studies.
The formulas adopted to estimate the rainfall using RCMK dual-
polarimetric observations are:

ZH < 30dBZ R ¼ 6:56264� 10�2ðZHÞ0:637875
; ð5aÞ

ZH P 30dBZ R ¼ 34:6ðKDPÞ0:83
; ð5bÞ

where R is the hourly rainfall rate (mm h�1), ZH denotes the radar
reflectivity in mm6 m�3, and KDP is in units of degrees km�1. Accu-
mulated precipitation from 06 to 12 UTC 8 August recorded by
gauges and estimated by RCMK is displayed in Fig. 12. Although
the correlation between the radar and gauge observations is
0.896, the radar tends to underestimate the heaviest precipitation
(>400 mm 6 h�1). The root-mean-square error normalized by the
gauge-observed rainfall amount (i.e., the relative rms error) indi-
cates that the difference between these two measurements for
the heaviest precipitation is 24.7%.

Radar-derived hourly rainfall rates sampled at 7.5-min intervals
from 06 to 12 UTC are compared in Fig. 13 with the hourly rates at
two gauges selected to represent the precipitation at a low altitude
(210 m MSL) and a mountain (1160 m MSL) site, respectively.
Comparing these two sites, both the radar and gauge data indicate
that the rainfall intensity begins to increase after 07 UTC, decrease
after 09 UTC, and then increase again at about 12 UTC. Although
the gauge-observed rainfall rates vary dramatically in time, both
the tendency and magnitude are resolved quite well by the radar
measurements. Due to the terrain blockage, higher radar elevation
angles are usually required to collect data over mountainous area.
A greater distance between the radar data point in the air and the
ground often introduces large errors in radar QPE. Thus, the good
ystems over Taiwan’s complex terrain during Typhoon Morakot (2009) as
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http://dx.doi.org/10.1016/j.jhydrol.2012.09.004


Fig. 13. Hourly rainfall rates (mm h�1) sampled at 7.5-min intervals during 06–12
UTC 8 August as observed by gauges (solid line) and RCMK (dashed line) at: (a) a
low altitude (210 m MSL) site; and (b) a mountain (1160 m MSL) site.
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agreement between the gauge- and radar-observed rainfall rates at
the mountain site (Fig. 13b) is particularly encouraging.

It is noted that Lin and Chen (2012) have derived a quantitative
relationship between the rainfall kinetic energy (computed using
gauge data) with landslides and sediment delivery based on a
15-year long data set collected in central Taiwan. They suggested
that it was possible to predict the occurrence of these hazards
through real-time monitoring of rainstorms. Their study is an
example of the requirement for accurate rainfall measurements
in various fields such as hydrology, water resource management,
flash flood, landslide, and disaster prevention/mitigation. The re-
sults presented in this section demonstrate the capability of a
dual-polarimetric weather radar to provide reliable and high tem-
poral/spatial resolution precipitation information during a typhoon
extreme rain event.
8. Conclusions and future work

The evolution and structure of the precipitation systems in Ty-
phoon Morakot (2009) are documented in this study using ground-
based weather radars and surface rainfall measurements. The exis-
tence of the CMR substantially alters the spatial distribution of the
precipitation. On 8 August, 2009, the atmosphere in the upstream
area was statically unstable. As a result, the local topography pro-
vided sufficient lifting of the incoming convective systems that led
to heavy and uninterrupted precipitation on the windward side of
the CMR. Most of the moisture in the air was consumed before
reaching the crest, which contributed to a substantial decrease of
the rainfall on the leeward side of the mountains. In other words,
a near-continuous upslope-triggering process was the major mech-
anism in this precipitation event.
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The generation of vertical vorticity can be primarily attributed
to the advection mechanism. The tilting of the rotational motion
from horizontal to vertical also plays an important role in produc-
ing the vorticity over the ocean and mountainous area. However,
its contribution becomes less important in the coastal plain region.
The positive vorticity embedded in the prevailing westerly wind
helps to enhance the wind intensity inside the rainband. The wind
speed reaches a maximum above the mountain peak. This phe-
nomenon can be reasonably explained by a simplified shallow
water model.

The capability of using dual-polarimetric radar data for reliable
QPE over a large area with high temporal and spatial resolution in
Morakot is demonstrated. The potential application of the knowl-
edge of wind and rainfall characteristics and radar-derived QPE
in hydrology and other fields is a topic worthy of further studies.

In the future, the relationship between the kinematic and ther-
modynamic fields will be investigated further by analyzing the
internal temperature and pressure distributions of the precipita-
tion systems by means of the so-called thermodynamic retrieval
technique (Liou, 2001; Liou et al., 2003). Following Rowe et al.
(2011), the dual-polarimetric radar data will also be utilized to
identify the hydrometeor type, and help to understand the micro-
physical processes occurring inside the typhoon rainbands. All
these efforts would lead to a better estimation and forecast of
the precipitation, and eventually benefit the interdisciplinary re-
search between meteorology and hydrology.
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極端高溫健康預警系統之國際文獻回顧

林于凱1,5　林沛練2　李明旭3　黃鈴雅4 
宋鴻樟4,5　王玉純6,*

國內外研究顯示極端高溫及其連續數日事件顯著增加健康風險，本研究彙整2004-2012年
間關鍵字為氣象、事件、高溫、預警及死亡等之國際主要文獻與報告，統整各國高溫預警準則

及預警系統之架構，以作為本國未來相關系統建置之參考依據。都會區是氣象-健康預警系統
之基本空間單位。建立預警系統前，需先了解溫度與敏感族群健康之相關性。目前熱預警系統

定義之高敏感性族群以糖尿病、無行為能力者、藥癮酒癮者、腎臟疾病及腦血管、心肺疾病等

慢性病病患為主。熱預警計畫由政府衛生單位、氣象單位及專家學者共同界定地區氣象預警項

目及規範，氣象單位負責氣象預報並發布預警工作，衛生單位則負責熱應變計畫工作(如：建
議敏感性族群提升個人主動防護及行為措施)及風險溝通工作。各地區採用之溫度指標及應變
項目略有不同，宜因地制宜。研究證實熱預警系統建置可有效降低熱相關死亡及就醫。因此，

在全球暖化趨勢下，我們應即早規劃適用本國之高溫預警應變系統。(台灣衛誌 2012；31(6)：
512-522)

關鍵詞： 熱浪、溫度、死亡、預警系統
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前　　言

全球氣候暖化[1]，自1950年來地球發

生的極高溫事件(熱浪、乾旱)有顯著的上升

趨勢[2,3]。根據近年台灣地區氣溫資料，

不但平均溫度持續上升[4 ,5]，極端高溫事

件發生強度及頻率亦逐年增加 [ 6 ]。研究

指出，不論是高溫或是連續極端高溫事件

均會增加地區性的死亡、住院及急診就醫

[7-13]。一份調查1994-2007年間台灣四大都

會區(台北、台中、台南及高雄)年長者總死

因、心血管及呼吸道疾病死亡與持續高溫事

件研究，發現除了高溫會顯著增加死亡風

險外，連續極端高溫(高於97百分位值連續9
天)事件會額外增加年長者約5%的總死亡風

險[14]。此外，由2000-2009年間上述四大都

會區總病因、心血管及呼吸道疾病急診就醫

與持續極端高溫之相關性，亦證實每年度第

一次高溫事件會增加4-8%全病因及13%心血

管急診就醫[15]。國內研究顯示，未來台灣

高溫日數將大為增加，而低溫日數將逐漸減

少[16]。國外經驗顯示，極端高溫預警系統

的建立有助於降低因高溫所造成的額外死亡

與就醫。因此，本研究蒐集並彙整國際上極

端高溫預警系統之主要文獻與公部門報告，

統整各國高溫預警準則及預警系統之架構，

以作為本國未來相關系統建置之參考依據。
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材料與方法

蒐集2004到2012年高溫預警系統之相

關文獻，主要字彙包括氣象關鍵字(weather, 
cl imate, heat, temperature)以及其他關鍵

字(extreme, event, lag, warning, mortality, 
morbidity)。主要搜尋範圍為醫學電子資料

庫(Medline及PubMed)，期刊以環境科學類

及流行病學類期刊為主。並進一步蒐集國際

組織(世界氣象組織(The World Meteorological 
Organization)及世界衛生組織(The World 
Health Organization)…等)、各國氣象、環境

及健康公部門網頁之研究與執行報告書。

結果與討論

一、 高溫健康預警系統定義[17]

極端高溫預警系統是在2003年歐洲熱

浪造成重大健康衝擊後才被毆洲各國提出執

行。目前國際上並無極端高溫之公認定義。

然而，相較於一般氣候狀態之異常高溫連續

數日，會造成族群負面健康危害的，均被定

義為熱浪。而高溫健康預警系統即為用以

警示決策者以及一般大眾認知高溫之健康危

害，並提供對應高溫之減低健康危害之建

議。高溫預警系統之設置包含準確之氣象預

報、高溫預警之發布、敏感性族群界定、相

關部門協調與互動、調適工作之執行與效益

評估。高溫預警系統必須考量當地氣象、人

口、族群文化特性與都市結構，沒有適用於

各地區之預警系統。此外，預警系統必須是

基於實際的氣象與健康相關性知識來建立，

健康風險的溫度閥值(threshold temperature)
會因設定的地區、發布時間及關注族群而

異。預警發布內容應該採用一般大眾、相關

單位及決策者可以理解的語言與說詞，因

此，以國家層級來看，統一的用詞、大眾理

解之說法、訊息將有助於風險溝通。預警系

統並應與調適反應機制配合運行，兩者個別

及整合之成效亦應被評估。

二、 健康風險分析模式[17,18]

建立極端溫度預警系統前，必須先了解

溫度對族群健康之相關性。氣象因子對族群

就醫或死亡乃符合波以松機率分配(Poisson 
distribution)，因此，研究多會採用時間序

分析之一般廣義線性模式(generalized linear 
models)、廣義累加模式(generalized additive 
model)或是大氣氣團(air masses)空間概要

法(spatial synoptic approach)來進行溫度對

族群健康風險相關性分析[18,19-22]。亦有

部分研究使用多變項複迴歸(multiple linear 
regression)進行分析[23-26]。上述統計模式

各有其對應之模式適用性判斷準則，在此略

述。

三、 高溫敏感性族群

目前熱預警系統定義之高敏感性族群

[18,27]，包含：糖尿病及內分泌系統疾病

(diabetes mellitus, other endocrine disorders)、
器質性精神疾病(organic mental disorders)、
癡呆(dementia)、阿茲海默症(Alzheimer ’
s disease)、藥癮及酒癮導致精神及行為異

常者、精神分裂症(schizophrenia)、錐体

外系及運動障礙疾病(extrapyramidal and 
movement disorders，如：帕金森氏症)、心

血管疾病(cardiovascular disease)、高血壓

(hypertension)、腦血管疾病(coronary artery 
disease)、心傳導系統疾病(heart conduction 
disorders)、呼吸系統疾病(diseases of the 
respiratory system)、慢性肺部疾病(chronic 
lower respiratory disease)、腎臟系統疾病

(diseases of the renal system)、腎衰竭(renal 
failure)及腎結石(kidney stones)等。性別的

影響目前並未有定論，歐洲地區女性年長族

群風險高於男性，但在美國地區卻為相反趨

勢。若觀察全年齡人口族群，男女無差異。

獨身及獨居(未婚、未有伴侶等)是危險因

子，增加社會接觸可有效減低高溫對健康的

風險。此外，目前並無足夠證據顯示都會區

內的低社經族群有較高風險。

四、 國際極端高溫預警系統基本架構與流程
[17,18]

表一簡單摘要各地區明列之熱預警分
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表一　各國因應極端高溫之氣象健康預警系統統整表

國家 / 地區 預警分類 應變單位/措施 參考文獻

英國 • 溫度閥值(threshold temperature)：日最

高溫30℃，日最低溫15℃
• 層級一 預備(awareness)：每年6/1-9/15
特別觀測熱氣候；層級二 警報(alert)：
預期2-3天後將會有60%機率出現高

溫；層級三 熱浪(heatwave)：大於一個

以上地區會出現高於溫度閥值；層級

四 緊急(emergency)：熱浪發生在兩地

區以上並持續4天以上，除健康及社會

照護系統單位之外，如：供電及供水

系統可能吃緊或受到衝擊 
• 明列短期(0-5年)、中期(10-30年)及長

期(30年上)之調適目標

• 高風險族群：75歲以上、女性、獨居、

身障或精障、藥癮酒癮者、服用多種藥

物者、嬰兒及幼童

• 不同層級有其對應之準備、應變工作

• 提出警戒、找出高風險族群、監測室內

溫度4次/日、提供涼爽避難處

[36]

法國 • 溫度閥值：日最高溫31℃，日最低溫

21℃ (依地區略微差異)
• 1.警戒(vigilance)：6/1-10/1加強溫度監

測；2.警報(alert)：當預警溫度將於3天

內達到時；3.干預(intervention)：當已

達預警溫度，4.緊急(emergency)：持續

熱浪，或是乾旱、停電伴隨熱浪發生 

• 當有達到警戒3級以上的地區時，法國當

局將立即成立緊急應變委員會，並立即

啟動社區老人照護之家(nursing home)、
醫療體系、消防體系，並對年長者及風

險較高族群提出警告、開放公共空調空

間

[37,38]

匈牙利 • 1.注意(attention)：政府內部警戒，日

均溫高於25℃；2.準備(readiness)：日

均溫高於27℃，日均溫25℃連續3日以

上；3.警報(alarm)：日均溫27℃連續3
日以上

• 大眾教育文宣 [39]

澳洲 • 酷熱指數(heat index)及平均溫度均被採

用。昆士蘭地區採用體感溫度。

• 國家警報建議：白警報-熱浪前3-4天提

出，政府單位準備；黃警報-熱浪前1-2
天提出，由媒體告知民眾；紅警報-熱
浪前24小時提出，理應準備完善；綠

警報-熱浪結束。

• 布里斯班：酷熱指數>36℃連續2天發

布熱預警；酷熱指數>40℃連續2天發

布極端熱預警

• 安柏利：預警溫度為酷熱指數>37℃
• 柏斯：預警溫度為平均溫度>32℃
• 墨爾本：預警溫度為平均溫度>30℃

• 高風險族群：65歲以上、獨居、身障或

精障者、藥癮或酒癮者、慢性病患、嬰

兒及幼童

• 熱預警系統工作擴及衛生單位、氣象單

位、緊急救護單位、農業單位及地球科

學單位…等，各單位工作項目文件請逕

至網路下載

[40,41]

加拿大

大多倫多 
地區

• 每年5/15-9/30加強觀測與預警

• 早期遵循Environment Canada的濕熱指

數建議值：每日濕熱指數超過40°C以

及/或超過36°C持續3天以上。現主要以

大氣氣團空間概要法之分析結果發布

熱預警

• 應變單位：加拿大紅十字會、緊急醫療

服務、避難所、社福單位、公共衛生單

位、警察局、老年之家、公共圖書館

[42-44]
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國家 / 地區 預警分類 應變單位/措施 參考文獻

加拿大

蒙特婁 
熱預警系統

• 溫度閥值：日最高溫33℃，日最低溫

20℃
• 各單位文件請至網路下載 [42]

漢彌頓公共

衛生服務系

統

• 遵循Environment Canada的濕熱指數建

議值40°C
- [45]

美國

國家氣象

預報辦公

室(National 
Weather 
Service 
Forecast 
Office)

• 1.觀測期(outlook statement)：熱浪警報

將在未來的3-7天發生，2.過量熱觀測

(excessive heat watch)：接下來的24 至
72小時內可能有熱浪發生，3.過量熱警

告(excessive heat warning)：於熱浪事件

發生前36小時提出

• 熱浪定義為酷熱指數超過105-110℉，

連續兩天以上。各地定義不同，請逕

至網頁查詢

• 特別加強說明艷陽下停放汽車內之熱

危害

• 當有地區發生警戒層級二以上時，美國

當局將立即展開應變，包括：熱傷害主

動調查、24小時內啟動熱觀測小組、開

放避難所、危險族群每日將派專人確認

健康狀況以及資源需求

[46,47]

大氣氣團空

間概要法熱

觀測預警系

統

• 利用演算模式建立地區別每日總死亡

人數與大氣氣團特徵(溫度/露點/氣壓

/風速及雲覆率)相關性，進而由每日氣

象條件預測額外死亡人數

• 實施地區：費城、華盛頓特區、鳳凰

城、芝加哥、達拉斯、西雅圖、紐奧

良…等城市

• 建立“Buddy System”、啟動公部門電話

服務(heatline)、針對求助heatline群眾進

行家戶拜訪、家戶護理介入、熱預警期

間水電供應系統人員停止休假、增加緊

急醫護人員服務、提供遊民協助、延長

老年服務中心開放時間、提供空調避難

所

[48]

中國上海 • 溫度指標：大氣氣團

• 一級預警：預測會有40-59名額外死

亡；二級預警：預測會有60-79名額外

死亡；三級預警：預測會有>80名額外

死亡

• 於熱浪發生前48小時提出預警

• 上海市衛生局(Shanghai Municipal Health 
Bureau)及其他單位

• 媒體公告(報紙、廣播、電視)、大眾健康

教育、公共服務/醫療設施準備、穩定提

供飲水/電力/空調避難所

[24]

日本 • 溫度指標：綜合溫度熱指數(wet bulb 
globe temperature, WBGT）

• 日本體育學會公告標準：1 .安全：

W B G T < 2 1 ℃，2 .注意：W B G T介

於2 1 ~ 2 5 ℃，3 .警戒：W B G T介於

25~28℃，4.嚴重警戒：W B G T介於

28~31℃，5.運動中止：WBGT>31℃
• 日本氣象學會公告標準：1 .注意：

W B G T<25℃，2.警戒：W B G T介於

25~28℃，3.嚴重警戒：W B G T介於

28~31℃，4.危險：WBGT>31℃

• 請高齡者居家自我預防，建議戶外活動

多補充水分

[34]

表一　各國因應極端高溫之氣象健康預警系統統整表(續)
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類及應變措施。有關發布預警的極端高溫

定義，各個國家處理過程並不相同，有些國

家依照溫度與死亡的相關性，如：法國定義

都會區50%額外死亡、義大利定義10-20%額

外死亡之溫度值為預警溫度閥值(threshold 
temperature)[20,21]，有些國家(如：英國)則
是由氣象單位依照該地區之溫度機率來定義

發布預警之溫度[17,18]。預警之空間尺度，

有城市等級及國家等級(內部再細分區域)，
都會區是最基本的高溫預警空間單位。

熱預警計畫由政府衛生單位、氣象單

位及專家學者共同界定各地區氣象預警分

級項目及規範，氣象單位負責氣象預報並發

布預警工作，衛生單位則依據熱預警應變計

畫執行緊急應變項目(mitigation) (圖一)，應

變工作項目因地制宜，由各地政府制定之。

風險溝通由衛生單位協同醫護單位執行。預

警訊息主要透過媒體(如：電視、電台及新

聞報紙等)傳播，或經由公告，以提升各地

警戒。此外，應針對特殊敏感族群(如：長

期照護單位及社福單位)另設有應變計畫。

預警地區除了開放公共空間以供避難，亦應

提升醫療供給需求(含相關用藥指示)，衛生

單位應主動建議敏感性族群提升個人主動

防護及行為措施。部分國家熱預警系統內

設風險族群主(互)動聯絡網，或是建立熱線

(heatline)服務，可即時提供大眾居家防範熱

危害之諮詢與協助。

基本上，各地區依氣溫與健康之相

關性，先由 (城市 )氣象單位預測未來1週

內氣象參數，緊接由衛生單位來預測未來

3天左右各都會區之死亡及就醫人數 [18- 
22,24-26,28]。在氣象對健康的預警上，各

國系統都面臨到一項艱鉅的挑戰，所有的未

來健康預測均受限於氣象預測準確度，在考

量發布熱預警(啟動應變機制)需要付出的社

會成本下，多數國家會採取較保守穩當的3
天以內做為極高溫預警期。

五、 各國預警系統使用之比較

評估氣象與族群健康相關性上，各國

政府使用的溫度指標彙整於表二。由於氣

溫對健康衝擊分析多採用歷史資料，所以多

圖一　熱預警計畫主導單位、協同單位、媒體與大眾之互動流程[33]
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使用鄰近的都會區的氣象測站資訊來做相關

分析。選擇溫度指標必須關注幾點[29]：(1)
指標是否能準確的代表當地天候狀況？；

(2)指標計算方式，是否能夠由一般民眾簡

易計算？；(3)天氣預報上哪些氣象指標較

為為準確？；(4)指標的變化是否能夠準確

預測出地區族群的健康衝擊程度？目前以日

平均溫度、日最高溫度、日最低溫度、日體

感溫度(apparent temperature)及每日大氣氣

團(air masses)最常被應用於慢性病死亡及全

死因死亡的討論[18-22,24-26]。為顧及夜間

溫度對健康的衝擊，比利時、加拿大(蒙特

婁)、英國、法國、波蘭及西班牙等國均採

用日最高溫及日最低溫做為預警溫度指標。

美國則採用酷熱指數(heat index)，適用於溫

度高於26°C、相對濕度高於40%以上的環

境，其中，熱浪廣泛定義為酷熱指數為超過

105-110℉，連續兩天以上。加拿大則使用

溫濕指數(humidex)。研究指出，使用不同

的溫度指標評估高溫健康風險將會有些微差

異，台灣地區較適用平均溫度及體感溫度做

高溫對死亡相關分析[30]。溫度指標定義及

相關計算公式可參閱世界氣象組織及世界衛

生組織之報告[17]。
公共衛生在氣象資訊上屬於末端使用

者，其相關性是在近10年內才受到重視，研

究比例上，多數仍屬於風險評估階段，僅少

數文章有比較不同預測模式上的差異。Hajat 

表二　各國使用之高溫預警參數[17]

國家 熱預警系統之溫度參數

使用死亡檔

為評估健康

資料

預測額外 
死亡

考量極端高

溫連續天數

模式中校正

季節性或考

量調適作用

地區溫度 
參數閥值

澳洲(昆士蘭) 體感溫度 2天 ◎

比利時 日最高溫/日最低溫/臭氧 3天

法國 日最高溫/日最低溫 ◎ 3天 ◎

德國 體感溫度(perceived 
temperature)

2天 ◎ ◎

希臘 日最高溫 ◎

匈牙利(布達佩斯) 日平均溫 ◎

義大利 大氣氣團/體感溫度 ◎ ◎ ◎ ◎ ◎

荷蘭 日最高溫 ◎

波蘭 日最高溫/日最低溫

西班牙 日最高溫/日最低溫 ◎ ◎

瑞士 酷熱指數

英國(英格蘭/威爾斯) 日最高溫/日最低溫 ◎ ◎ ◎

美國

空間概要法(實施地

區請見表一)
大氣氣團 ◎ ◎ ◎ ◎ ◎

其他 酷熱指數 2天 ◎

加拿大

多倫多 大氣氣團 ◎ ◎ ◎ ◎ ◎

蒙特婁 日最高溫/日最低溫 ◎

其他 濕熱指數 ◎

中國

香港 有效溫度(effective 
temperature)

不明 不明 不明 不明

上海 大氣氣團 ◎ ◎ ◎ ◎

註：大氣氣團(air mass)：特定地區每日監測四次之溫度/露點溫度/氣壓/風速及雲覆率統整之氣團特徵。
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表
三
　
熱
預
警
系
統
效
益
評
估

研
究

地
區

/ 健
康

資
料

氣
候

資
訊

項
目

使
用

氣
候

資
訊

時
間

氣
候

資
訊

 

空
間

解
析

度
風

險
評

估
方

法
可

能
效

益
參

考
文

獻

法
國

/ 死
亡

率
日

最
高

溫
、

日
最

低
溫

及
對

應
之

10
日

移
動

平
均

、
一

天
之

內
超

過
27

°C
之

總
度

數
。

除
了

溫
度

，
其

他
氣

象
參

數
可

參
考

預
警

系
統

：
0-

3 天
~1

週

測
站

波
以

松
迴

歸
模

式
降

低
法

國
20

06
年

境
內

熱
相

關
死

亡
人

數
。

需
額

外
考

慮
其

他
熱

調
適

機
制

的
影

響
。

未
量

化

經
濟

效
應

。

[2
2]

急
診

就
醫

數
( 本

篇
為

文
獻

回
顧

)
日

溫
度

、
季

節
參

數
、

日
期

( 時
間

、
季

節
)

最
短

為
1-

2
週

內
之

日

資
料

測
站

1.
 逐

步
線

性
迴

歸
2.

 時
間

序
列

模
式

3.
 複

立
葉

轉
換

4.
 模

式
解

釋
率

：
線

性
迴

歸
(6

5-
87

%
)

優
於

時
間

序
列

模

式
(3

1-
42

%
) ，

因

研
究

方
法

而
異

5.
 最

佳
解

釋
因

子
為

「
日

期
」

，
部

分

研
究

發
現

氣
象

無

助
於

預
測

各
醫

院
急

診
醫

學
部

可
預

先
規

畫
醫

療
人

力
調

配
。

亦
可

用
於

消
防

局
( 急

診
救

護
單

位
人

力
規

劃
) 。

未
量

化
經

濟
效

應
。

[2
3]

美
國

費
城

/ 死
亡

率
日

溫
度

、
露

點
溫

度
、

連
續

高
溫

持
續

日
數

、
日

期
( 時

間
、

季
節

)
0-

3 天
，

最

短
為

1 週
內

之
日

資
料

測
站

多
變

項
線

性
迴

歸
(R

2 =0
.0

4)
三

年
成

本
$2

00
,0

00
，

效
益

$4
68

百
萬

，
減

少
11

7 名
人

員
死

亡

[3
2]

美
國

密
爾

沃
基

/ 死
亡

率
、

急
診

就
醫

3
小

時
酷

熱
指

數
值

、
夜

間
(7

 
PM

-7
 A

M
) 酷

熱
指

數
值

、
日

間
酷

熱
指

數
值

預
警

系
統

：
0-

3 天
測

站
波

以
松

迴
歸

模
式

死
亡

( 最
多

-8
3%

) 及
急

診
就

醫
數

( 最
多

-7
3%

) 均
有

減
少

，
但

是
，

無
法

完
全

歸
功

於
氣

象
預

測
，

公
衛

體
系

準
備

及
應

變
工

作
同

等
重

要
。

未
量

化

經
濟

效
應

。

[2
8]

上
海

/ 死
亡

率
大

氣
氣

團
(2

 A
M

、
8 

A
M

、
2 

PM
及

8 
PM

之
地

表
空

氣
溫

度
、

露
點

溫
度

、
覆

雲
百

分
比

、
海

平
面

氣

壓
、

風
速

及
風

向
) 、

日
最

高
溫

、

日
最

低
溫

預
警

系
統

：
0-

2 天
測

站
1.

 空
間

概
要

法
2.

 逐
步

線
性

迴
歸

準
確

預
測

上
海

市
未

來
兩

天
的

高
溫

死
亡

人
數

( 某
一

熱
浪

事
件

預
測

33
1 名

死
亡

，
實

測
29

4 人
死

亡
) 。

未
量

化
經

濟
效

應
。

[2
4]

香
港

/ 死
亡

率
( 缺

血
性

心
臟

病
、

腦
中

風
)

淨
有

效
溫

度
指

數
(n

et
 e

ff
ec

ti
ve

 
te

m
pe

ra
tu

re
)-

考
量

日
溫

度
、

相
對

溼
度

及
風

速

( 未
註

明
)

測
站

逐
步

線
性

迴
歸

啟
動

預
警

制
度

顯
著

降
低

65
歲

以
上

缺
血

性
心

臟

病
死

亡
0.

97
人

/ 天
、

腦
中

風
1.

23
人

/ 天
。

[2
6]
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等人評比目前各國使用的氣象預警評估

法：( 1 )大氣氣團空間概要法，( 2 )波以松

迴歸模式，(3)溫度溼度指數(temperature-
humidity index)及(4)環境生理反應分類參

數(environmental stress index)在倫敦、蒙特

婁、芝加哥及馬德里四大城市的預警表現。

結果發現使用不同的評估方法會得到不同的

極端高溫事件日的結果。此外，冷氣候及熱

氣候城市適用的氣象預警系統不同，倫敦及

蒙特婁以一般常見時間序列波以松迴歸模

式分析方法所得結果最佳，未適應熱的城

市(如：芝加哥)較需考量露點溫度、大氣壓

力、風速、風向及覆雲率等氣象參數，所以

建議採用大氣氣團空間概要法，但一般統計

分析方法表現亦佳。已適應熱城市(如：馬

德里)不論用哪一套評估方式均無法有效預

測死亡發生情形[31]。研究人員[31,32]一致

認為一個城市若只使用單一熱預警系統，很

可能會低估或高估熱事件之影響，因此不斷

的評估與驗證熱預警系統相形重要，同時也

必須對沒有發布警報時我們錯失補救的健康

損失進行估算。

六、 熱預警系統評估與亞洲發展

依照統計模式所建立之風險模式會包

含解釋率，如：相關係數(R square)等，部

分國家預警模式及部分研究以此為評判依據

[21,22,25]。法國特別分析執行氣象預警系

統後3年內之死亡人數觀測值(observed)與模

式預測期望值(expected)之比較[22]，預測值

均較觀測值來的高，推論預警發布及公衛體

系立即應變與降低的死亡人數有關。預警溫

度閥值的適當性或是應變機制運作成效均需

要每個年度進行檢討[17]。葡萄牙、法國、

義大利、西班牙、及英國亦建立即時健康監

視系統，用以監視即時高溫預警及對應預測

健康危害之成效[33]。表三整理近年各國採

取熱預警計畫所產生的健康效益，現今仍少

見評估相關經濟效益之報告[32]。
在亞洲地區中國上海使用預警模式與美

國、加拿大、義大利相同的大氣氣團空間概

要法。而日本則採用與歐美國家不同的「綜

合溫度熱指數」(wet bulb globe temperature, 
WBGT)做為指標[34]。目前無任何正式報告

針對亞熱帶海島型氣候城市做氣象預警系統

適用性分析，或提出相關建議。

台灣位處亞熱帶地區，雖然本國室內風

扇使用及冷氣空調設備安裝率相較歐美地區

高[35]，但是，經過台北、台中、台南及高

雄四大都會區的氣溫與死亡資料分析[14]，
相較於最適平均溫度26°C，平均溫度30°C將

顯著增加7-8%的額外死亡，連續極端高溫

事件更增加5%額外死亡，顯示國人並未完

全調適熱危害，相形之下，更顯政府相關單

位之預警公告及應變項目工作之重要性。

結　　論

根據2001年的國政研究報告[5]，中央

氣象局分析台灣氣象資料，發現過去100年

台北氣象站的平均溫度上升1.31℃，台中

上升1.11℃，台南上升1.39℃，比聯合國氣

候變化政府間專家委員會(Intergovernmental 
Panel on Climate Change)所估計全球百年來

溫度上升0.6℃還高出1倍，顯現台灣溫暖化

的情況較全球嚴重。全球氣候暖化趨勢下，

世界各國均已設置相關熱預警公告及應變計

畫機制，不但行之有年且已顯現成效。本研

究建議台灣應儘速進行基礎研究分析，建立

本土之溫度與健康效應關聯，並參考歐美等

國經驗以建立台灣適用之高溫預警應變系

統。
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Many studies have associated episodes of extremely high temperature and prolonged heat 
waves with increased risks in terms of mortality and morbidity. This study investigated the various 
health warning systems regarding heat waves that had been proposed by Western countries and 
reviewed worldwide publications and reports available from 2004 to 2012. Temperature-health 
associations should be identified before establishing a heat wave warning system. Patients with 
diabetes mellitus, renal diseases, disabilities, and chronic cardiopulmonary diseases are highly 
vulnerable to extremely high temperatures. A national weather system is expected to disseminate 
the heat warning accurately and in a timely fashion. The regional health authority is the lead 
agency responsible for public health responses to heat and the communication of risks to the 
public. Application of the temperature index and responses to heat wave warnings vary among 
areas depending on weather conditions and socio-demographic status. Based on our evaluation, 
a heat wave warning system would be expected to significantly reduce the impact on health from 
extremely high temperatures. Studies of temperature-health associations and heat wave warning 
systems should be established in Taiwan to mitigate the impact of global warming. (Taiwan J 
Public Health. 2012;31(6):512-522)
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Abstract 1 

 2 

The U.S. Geological Survey (USGS) land use (LU) data employed in the Weather 3 

Research Forecasting (WRF) model classifies most LU types in Taiwan as mixtures of irrigated 4 

cropland and forest, which is not an accurate representation of current conditions. The WRF 5 

model released after version 3.1 provides an alternative LU dataset retrieved from 2001 6 

Moderate Resolution Imaging Spectroradiometer (MODIS) satellite products. The MODIS data 7 

correctly identifies most LU type distributions, except that it represents the western Taiwan as 8 

being extremely urbanized. A new LU dataset, obtained using the 2007 Système Probatoire 9 

d'Observation de la Terre (SPOT) satellite images (namely NCU), accurately shows the major 10 

metropolitan cities as well as other land types. Three WRF simulations were performed, each 11 

with a different LU dataset. Owing to the overestimation of urban area in MODIS data, WRF-12 

MODIS overpredicts daytime temperatures in western Taiwan. Conversely, WRF-USGS 13 

underpredicts daytime temperatures. The temperature variation estimated by WRF-NCU falls 14 

between those estimated by the other two simulations. Over the ocean, WRF-MODIS predicts 15 

the strongest onshore sea breezes, owing to the enhanced temperature gradient between land 16 

and sea, while WRF-USGS predicts the weakest onshore flow. The intensity of onshore breeze 17 

predicted by WRF-NCU is in between those predicted by WRF-MODIS and WRF-USGS. 18 

Over Taiwan Island, roughness length is the key parameter influencing wind speed. WRF-19 

USGS significantly overpredicts the surface wind speed owing to the shorter roughness length 20 

of its elements, while the surface wind speeds estimated by WRF-NCU and WRF-MODIS are 21 

in better agreement with the observed data. 22 

Keywords: land use data; land–sea breeze; surface energy budget; urbanization; WRF 23 
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1. Introduction 1 

 2 

 The twin processes of urbanization and deforestation occurring over the past few 3 

decades have slowly changed the land surface characteristics of Taiwan; these changes 4 

modify the local circulation and boundary layer structures. For example, the urbanization 5 

process increases temperature due to changes in land surface characteristics, such as 6 

increased paving, rooftops, buildings, and other urban infrastructure. Meanwhile, 7 

deforestation will affect evapotranspiration processes.  8 

 Over the past few decades, land use (LU) and land cover (LC) characteristics in Taiwan 9 

have changed substantially. Major cities such as Taipei, Taichung, and Kaohsiung have 10 

evolved into megacities, accompanied by the removal of croplands and trees on the outskirts 11 

and further urbanization in different parts of the metropolitan area. Such changes have 12 

modified local weather conditions, including the land–sea breeze (LSB) circulation and 13 

urban heat island effects (Tai et al. 2008).  14 

 Taiwan is an island, with the Central Mountain Range (CMR) running from the north 15 

of the island to the south. When synoptic-scale forcing is weak, the local circulation is 16 

normally dominated by the LSB flow. It has been found that the locally produced high ozone 17 

events in Taiwan are typically associated with the LSB circulation (Liu et al. 2002; Cheng et 18 

al. 2012). To adequately simulate such locally induced circulations and the atmospheric 19 

dynamic and thermodynamic processes, a meteorological model requires a LU/LC dataset 20 

that accurately represents present surface characteristics.  21 

 LU type is an important land surface parameter describing the exchange of heat and 22 

momentum between the land and air. It has been demonstrated that LU/LC data can have a 23 

significant effect on meteorological simulations. For example, Cheng and Byun (2008) found 24 

that the update of the LU/LC data using LANDSAT-derived datasets successfully improved 25 
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the prediction of transport and mixing processes in the planetary boundary layer (PBL). 1 

Grossman-Clarke et al. (2005) divided the U.S. Geological Survey (USGS) urban category 2 

into three classes (urban built-up, urban mesic residential, and urban xeric residential) based 3 

on the distribution of vegetation and irrigation. The new LU classification had an apparent 4 

impact on turbulent heat fluxes and PBL evolution, and improved the prediction of daytime 5 

and nighttime temperatures. Similar studies have also been conducted by Lam et al. (2006), 6 

Lo and Quattrochi (2003), and Civerolo et al. (2007). 7 

 For applications in the Taiwan area, Tai et al. (2008) performed Weather Research and 8 

Forecasting (WRF) simulations by replacing the original USGS 25-category LU data with a 9 

new LU dataset prepared by China Technical Consultants, Inc. (CTCI). The new LU data 10 

was retrieved from aerial photographs collected from 1999 to 2001. This CTCI LU/LC data 11 

correctly identifies the urbanization processes in the cities of Taipei, Taichung, and 12 

Kaohsiung; however, most parts of the CMR area were assigned to the mixed forest type LU 13 

category without additional detailed classification. The simulation result showed that the 14 

model was able to produce a reasonable response to the improved LU data set in terms of 15 

ground temperature, latent heat flux, and sensible heat flux. The use of different LU data also 16 

contributed to the differences in simulated precipitation, surface temperature, and wind field. 17 

One major concern regarding this dataset is that aerial photographs collected from 1999 to 18 

2001 may have failed to capture very recent urban expansion. Another study conducted by 19 

Lin et al. (2011) coupled a WRF model with an urban canopy model and reclassified the LU 20 

types from 1999 Moderate Resolution Imaging Spectroradiometer (MODIS) satellite images. 21 

The simulation results improved predictions of the patterns of accumulated rainfall when 22 

compared to the simulation performed using the USGS LU data. Compared to the LU data 23 

prepared by CTCI, the 1999 MODIS LU data better represents mountainous areas as a 24 

mixture of deciduous and needleleaf forest types while the western side of the country is 25 
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extremely urbanized.  1 

 The current USGS 25-category LU/LC data available for WRF models have a 2 

resolution of roughly 1 km (reference year 1990), with some of the components originating 3 

from a dataset compiled in the 1970s. This problems introduced by the use of the outdated 4 

LU/LC data currently available for WRF meteorological modeling have been remedied with 5 

support from the Center for Space and Remote Sensing Research (CSRSR) at National 6 

Central University (NCU). New LU/LC data have been derived using 2007 Système 7 

Probatoire d'Observation de la Terre (SPOT) satellite images; we refer to these updated LU 8 

datasets as NCU.  9 

 The objectives of this study are as follows: (1) to demonstrate the effects of using 10 

different LU/LC datasets on the simulated meteorological fields; (2) to establish the 11 

importance of using accurate LU/LC datasets in the simulated temperature, wind speed, and 12 

surface heat flux components and in LSB dynamics; and (3) to improve weather prediction 13 

capability in Taiwan through the update of the LU/LC datasets. 14 

 The episode characterization and model configuration is described in Section 2. The 15 

classification of the NCU LU data and comparison with other LU datasets are described in 16 

Section 3. The meteorological simulation results are reviewed in Section 4 and some 17 

conclusions are summarized in Section 5. 18 

 19 

2. Episode characterization and model configuration  20 

 21 

 In this study, WRF version 3.2.1 was selected for the meteorological simulation. The 22 

WRF model is a mesoscale numerical weather prediction system designed to serve both 23 

operational forecasting and atmospheric research needs (Michalakes et al. 2001; Klemp et al. 24 

2007) and it has been widely used in the meteorological modeling community. The 25 
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simulation episode runs from May 7 to May 11 2007. On May 7, a continental anticyclone 1 

originating from Mainland China moved to the South China Sea and Taiwan was under the 2 

influence of northeasterly to easterly flow. On May 8, a cold pressure system moved 3 

eastward and the wind direction in Taiwan changed to southeasterly. On May 9, the cold 4 

high-pressure system left Taiwan and, with the weak influence of the synoptic forcing, the 5 

local circulation was dominated by LSB flow in western Taiwan. Figure 1a shows the surface 6 

weather map generated by the Japan Meteorology Agency at 0800 local standard time (LST) 7 

on May 9 2007. On May 10 and 11, Taiwan was under the weak influence of a cold pressure 8 

system that was situated at the northern end of the country. Northern Taiwan was affected by 9 

easterly wind, while other areas in Taiwan were affected by weakly southeasterly flow.  10 

 The simulation domain is shown in Figure 1b. The coarse domain was set to have a 11 

resolution of 81 km, ranging down to resolutions of 27, 9, and 3 km. The finest domain 12 

covers Taiwan and the surrounding ocean. The vertical layer was composed of 35 full sigma 13 

levels, 16 of them within the lowest 1.5 km, with the lowest layer at around 16 m. The model 14 

top was at 100 hPa. The initial and boundary conditions were acquired from the National 15 

Center for Environmental Prediction’s (NCEP) Final Analysis (FNL) of global data. The 16 

analysis nudging approach was applied above the boundary layer for wind, temperature, and 17 

water vapor through domains 1 to 3 to allow for larger scale forcing to be used to nudge the 18 

model simulation toward the reanalysis field. 19 

  The WRF physical options include the following: Kain–Fritsch cumulus schemes 20 

(Kain and Fritsch 1993) (not used at the 9- and 3-km domains), a Dudhia shortwave radiation 21 

scheme (Dudhia 1989), the Rapid Radiative Transfer Model (RRTM) longwave radiation 22 

scheme (Mlawer et al. 1997), a Yonsei University (YSU) PBL scheme (Hong et al. 2006), 23 

and the Noah (N: NCEP; O: Oregon State University; A: Air Force; and H: Office of 24 

Hydrologic Development) land surface model (LSM) (Chen and Dudhia 2001). The Noah 25 
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LSM incorporates the evapotranspiration process, and soil moisture is updated with recent 1 

precipitation and evapotranspiration through the initialization data. To fully exploit the new 2 

land surface data, a LSM incorporating sufficient physical processes (such as the Noah LSM) 3 

is required for meteorological simulation.  4 

 Figure 1c illustrates the locations of the Central Weather Bureau (CWB) stations in 5 

Taiwan that are used to evaluate model performance. Regions of sloping terrain can be 6 

identified based on the topographic height distribution, as shown by the contour line in 7 

Figure 1c. The observed data includes temperature and wind speed and direction. In 8 

particular, data from the flux tower located at Chiayi is used to evaluate surface flux 9 

components. The locations of major metropolitan cities (Taipei, Taoyuan, Taichung, Chiayi, 10 

Tainan, Kaohsiung, Ilan, Hualien, and Taitung) are also identified. 11 

 12 

3. Land use and land cover data 13 

  14 

 The NCU LU data was retrieved from SPOT satellite images with resolution of 10 m, 15 

which was collected on October 14 2007. There are 11 LU classifications, which had to be 16 

remapped to the corresponding USGS type. Table 1 is the corresponding mapping table. 17 

Most of the classifications from the NCU data could be assigned directly, as they 18 

corresponded to the USGS types; however, classification for croplands and fallow land was 19 

not straightforward. Cropland could be remapped either as dry/irrigated cropland or irrigated 20 

land depending on the style of cultivation. Taiwan's main crops are rice, sugar cane, fruits, 21 

and vegetables. Rice paddy areas were assigned to the irrigated cropland LU; all other crops 22 

were classified as dry/irrigated cropland. Information on crop varieties was obtained from 23 

the land-use program under the Ministry of the Interior. Area where fallow land was 24 

recognized was reclassified. In this study, the episode studied was from May 7 to 11 2007, 25 
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i.e., during a period where the land was being cultivated. Consequently, the areas classified 1 

as fallow land were assigned to the mixed dry/irrigated cropland category if the land was 2 

under cultivation; otherwise, they were identified as dry cropland.  3 

 Figure 2a shows the LU types at 3-km resolution; from left to right, they are the USGS, 4 

MODIS, and NCU classifications. In the USGS data, almost all of the western side of the 5 

country was classified as irrigated cropland, a completely outdated classification that does 6 

not take into account urbanization processes over recent decades. Additionally, the coverage 7 

of forestlands has been erroneously located. The MODIS LU classifications were retrieved 8 

from the 2001 MODIS satellite products and were provided from the WRF model released 9 

after version 3.1. Compared to the USGS data, the 2001 MODIS LU data more accurately 10 

identified the distribution of forestlands; however, urbanization (indicated by the red color in 11 

the figure) was overestimated on the western side of the country. In the NCU LU data, the 12 

major metropolitan cities were identified accurately, as were irrigated croplands and forested 13 

areas. Figure 2b is similar to Figure 2a, but has been enlarged to encompass the area of 14 

northern Taiwan. 15 

 Table 2 lists the percentages of each LU distribution class by area over the land surface 16 

of Taiwan. The major differences in LU distribution among the three LU datasets are 17 

reflected in the urban, cropland, and forestland categories. For the USGS data, the coverage 18 

of urban areas was very small (<0.2%); 56% of the area was classified as irrigated cropland 19 

and 25% as forestlands. Conversely, for the 2001 MODIS data, 17% was classified as urban 20 

area, 14% as cropland, and 66% as forestlands. Based on the NCU dataset, 5% was classified 21 

as urban, 22% as cropland, and 65% as forestlands.  22 

 One disadvantage of the NCU data is that the majority of the LU types over the 23 

mountainous regions are classified as mixed forest types without consideration of detailed 24 

characteristics, such as whether they are deciduous or needleleaf forests. This limitation is 25 
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due to the spectral resolution of the onboard satellite sensors, such as the SPOT High 1 

Resolution Stereo or the LANDSAT Thematic Mapper, which is too coarse to provide 2 

sufficient radiometric features for discrimination. Furthermore, the slope and aspect of the 3 

terrain and non-Lambertian surface reflectance create geometric variations from the forest 4 

reflectivity, particularly over mountainous areas.  5 

 Three WRF sensitivity studies were designed to investigate the impact of different LU 6 

datasets (the original USGS, MODIS, and new NCU datasets) on meteorological 7 

simulations; we refer to these as WRF-USGS, WRF-MODIS, and WRF-NCU, respectively. 8 

The NCU LU data correctly represented the major metropolitan cities as urban LU type. 9 

Conversely, the USGS data represented these highly populated regions as underdeveloped 10 

rural areas. This difference between the WRF-USGS and WRF-NCU results can be used to 11 

study the impact of enhanced anthropogenic activity due to urbanization processes on local-12 

scale meteorological simulation. We focused mainly on a comparison between the WRF-13 

USGS and WRF-NCU simulations, while the results from the WRF-MODIS served as 14 

additional information to understand the effects of extreme urbanization processes on 15 

meteorological simulations.  16 

 17 

4. Simulation results 18 

 19 

a. Spatial comparison of the simulations (temperature, wind fields, roughness length and 20 

Bowen ratio) 21 

 22 

 Figures 3 illustrate the 2-m temperature distributions. The upper panel is for the 23 

temperature fields averaged from hour 1000 to 1600 LST on 9 May as representative of 24 

daytime average. The bottom panel is for the data averaged from hour 2200 LST on 9 May to 25 
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the 0400 LST on 10 May as representative of nighttime average. During the day, the major 1 

temperature difference between WRF-USGS and WRF-NCU appeared in urban areas, 2 

particularly in the cities of Taipei, Taichung, and Kaohsiung. WRF-MODIS predicted the 3 

highest temperatures in western Taiwan due to the overly urbanized surface structures 4 

distributed in that area. Through the night, the temperature was also raised in these cities in 5 

the WRF-NCU simulation compared to the WRF-USGS run, while WRF-MODIS still 6 

predicted the highest temperatures in western Taiwan. Near the mountainous regions, even 7 

though the LU distribution was distinct among the three datasets, the simulated temperature 8 

fields behaved similarly in all model results. In fact, the temperature distribution over the 9 

CMR region was affected more by topographical height than by LU/LC changes. The 10 

comparison indicated that, even though the NCU LU data could not distinguish detail in the 11 

mountainous regions, this did not have a significant impact on temperature comparisons in 12 

the CMR region, as it was the terrain height that played the major role in the determination 13 

of the temperature distribution.   14 

 Figure 4 shows a comparison of wind fields averaged from hour 1000 to 1600 LST on 15 

9 May (upper panels) and from hour 2200 LST on 9 May to the 0400 LST on 10 May 2007. 16 

The leftmost plot is from the WRF-NCU run. The center plot shows the difference of wind 17 

fields, with WRF-USGS subtracted from WRF-NCU and the rightmost plot the difference 18 

with WRF-MODIS subtracted from WRF-NCU. During the day, the local circulation was 19 

dominated by the onshore sea breeze flow. WRF-NCU predicted stronger onshore flow than 20 

WRF-USGS in the offshore areas of western Taiwan, particularly near the coastline of Taoyuan 21 

(just south of Taipei) and the Tainan region, that was caused by the enhanced land–sea 22 

temperature gradient from WRF-NCU simulation. Among the three simulations, WRF-MODIS 23 

predicted the strongest onshore flow in coastal regions of western Taiwan. Over Taiwan Island, 24 

WRF-NCU predicted lower wind speeds than WRF-USGS, owing to the specification of 25 
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longer roughness length (Z0) elements (urban structures and forestlands). Through the night, 1 

the land breeze flow was formed over the land and offshore areas of western Taiwan. WRF-2 

NCU predicted weaker offshore flow than WRF-USGS over the areas of megacities such as 3 

Taipei and Taichung due to the reduced temperature gradient between the land and the sea. 4 

WRF-MODIS predicted the weakest offshore flow of all the runs, especially near the coastal 5 

areas on the northwestern side of Taiwan. The differences in urban regions were higher 6 

during the nighttime than the daytime. 7 

 Figure 5 shows the distribution of Z0 utilized for each individual WRF simulation. In 8 

the WRF model, the specified value of Z0 was obtained from a look-up landuse table (Chen 9 

and Dudhia 2001) (i.e., by knowing the underlying LU type, land surface parameters such as 10 

Z0 were set accordingly); as a result, Z0 distribution was in accordance with the patterns of 11 

LU type. Clearly, the lowest value of Z0 was used in the WRF-USGS run. In the NCU LU 12 

data, most of the LU types were replaced with urban and forestlands, which possess higher 13 

Z0 than the classifications of the USGS LU data. The higher Z0 would slow the wind flow, as 14 

indicated in the center plot of Figure 4. The major difference of Z0 between the simulations 15 

using MODIS and NCU LU data was in western Taiwan, where a higher Z0 value was used 16 

in the WRF-MODIS run. WRF-NCU predicted higher wind speed than WRF-MODIS in the 17 

area where urban type was identified in MODIS LU data but not in NCU LU data (rightmost 18 

plot of Figure 4).  19 

 Figure 6 shows the distribution of the Bowen ratio, which is defined as the ratio of the 20 

sensible heat flux (SHF) to the latent heat flux (LHF), at 1200 LST on May 9 2007. As 21 

expected, the Bowen ratio was smaller over vegetated surfaces where most of the energy 22 

goes into transpiration and evaporation, and larger over dry surfaces where most of the 23 

energy goes into SHF (Stull 1988). At 1200 LST, the Bowen ratios were consistently higher 24 

(above 5) in the urban areas where higher SHF and lower LHF were simulated. The 25 
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distribution of the Bowen ratio exhibited a strong correspondence to patterns of LU type. 1 

WRF-MODIS predicted the highest Bowen ratio in western Taiwan, while the distributions 2 

predicted by WRF-USGS and WRF-NCU were similar, except in areas where an urban LU 3 

type was classified from NCU LU data. The Bowen ratio from WRF-USGS was less than 4 

one in western Taiwan, indicating that most of the energy was used for evapotranspiration 5 

from the croplands. The distribution of the Bowen ratio behaved similarly in the CMR region 6 

for all three simulations. This indicates that the change of the LU types over the mountainous 7 

regions does not have significant effect in surface sensible and latent heat fluxes predictions. 8 

As mentioned before, the terrain height affects the temperature fields more than the LU/LC 9 

changes; besides, the land surface parameters supplied from the look-up landuse table does 10 

not differ much for different forest types.  11 

 12 

b. Vertical cross-sectional analysis 13 

  14 

 Figure 7a shows a vertical cross-sectional plot across the Taipei metropolitan area 15 

(refer to Figure 2b for the location) at 1200 LST on May 9 2007 from the WRF-NCU 16 

simulation. Across this line, the dominant LU type in the USGS data was irrigated cropland, 17 

while the NCU data classified it as a mixture of urban, cropland, and forests, and the MODIS 18 

data as completely urbanized area. At that time, onshore and upslope flow was simulated in 19 

the WRF-NCU simulation. Over the ocean, the onshore sea breeze flow exhibited a smooth 20 

and consistent pattern with very weak vertical motion. Over the landside, due to the effects 21 

of surface heating processes, a strong upward motion was simulated at the hilltop and over 22 

Taipei City (near longitude 121.5°E) with a compensating downward movement simulated 23 

adjacently. Figure 7b shows the difference in the wind vectors and vertical wind speed 24 

simulated by WRF-USGS and WRF-NCU (positive means higher from WRF-NCU). WRF-25 
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NCU showed a stronger onshore sea breeze flow in offshore areas than the WRF-USGS run. 1 

Over the land areas, WRF-NCU predicted stronger convergent flow and upward motion than 2 

WRF-USGS, particularly near longitude 121.5°E, where the major metropolitan area of 3 

Taipei is located. The analysis indicated that, with the updated LU/LC data, the underlying 4 

surface was replaced with impervious structures such as roads, parking lots, and buildings, 5 

which increased surface heating processes and induced stronger upward motions in Taipei. 6 

 7 

c. Time series comparison (temperature, wind fields, surface heat fluxes and soil moisture) 8 

  9 

 Figures 8a and 8b show a time series comparison of 2-m temperature from the WRF 10 

simulations averaged for urban and non-urban areas, respectively. The urban areas refer to 11 

grid points where an urban LU type was specified, while non-urban areas are otherwise 12 

indicated. As shown in Figure 2 and Table 2, the distributions of urban areas were distinct 13 

for the three simulations. The difference was more apparent for urban areas than non-urban 14 

areas. WRF-MODIS predicted the highest temperatures in urban areas, while WRF-USGS 15 

predicted the lowest. The temperature distribution from WRF-NCU was in between the other 16 

two simulations. For non-urban areas, WRF-NCU predicted higher temperatures during the 17 

day and slightly lower temperatures during the night compared to the other simulations. 18 

 Figure 9 illustrates the surface wind speed comparison. In the urban areas, WRF-USGS 19 

predicted the strongest wind speed, with differences between this simulation and the others 20 

reaching 2 m s
-1

; WRF-NCU predicted the lowest wind speeds. For non-urban areas, the 21 

difference between the three simulations was small, with WRF-NCU predicting slightly 22 

lower wind speeds than the other simulations. 23 

 Figure 10 shows a comparison with the observed surface data at Taipei station. This 24 

station was classified as urban type in both MODIS and NCU LU data, which represented 25 
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actual conditions correctly; however, the USGS data treated this site as a type of shrubland. 1 

WRF-MODIS predicted the highest 2-m temperatures, while predictions from the other two 2 

were similar. For wind speed comparison, there was significant overprediction by WRF-3 

USGS but the other two runs were in better agreement with the observed data. For the 4 

comparison of wind direction, the flow was mostly dominated by northeast to easterly flow, 5 

except for a time when LSB flow was observed on May 9. All three runs captured the 6 

variations of flow patterns and the turning of the LSB circulation quite well.  7 

 Figure 11 shows a comparison of the simulated surface energy fluxes at Taipei station 8 

on May 9. All the simulations predicted higher SHF than LHF. The components of the 9 

surface energy fluxes from the shrubland type behaved similarly to those of the urban type. 10 

The similarity can be attributed to the use of a high canopy resistance (Rc), which is an 11 

important factor determining the rate of evaporation and transpiration from inside the 12 

vegetation canopy to the air; this parameter was calculated according to the formulations of 13 

Noilhan and Planton  (1989) with the corresponding parameters given from the look-up 14 

landuse table. Rc was calculated according to equation (1) (Chen and Dudhia, 2001). 15 

4321

min

FFFLAIF

R
R c

c    (1) 16 

Here, LAI is the leaf area index, F1 represents the effects of solar radiation, F2 takes into 17 

account the effect of water stress on surface resistance, F3 represents the effects of vapor 18 

pressure deficit of the atmosphere, and F4 represents air temperature dependence on surface 19 

resistance. Rcmin is the minimum stomatal resistance. In fact, the default Rcmin defined for 20 

shrubland from the look-up table is large (currently 300 s m
-1

), which would inhibit 21 

evapotranspiration processes. As a result, higher SHF and lower LHF were simulated by 22 

WRF-USGS at the Taipei site. The verification of the surface heat flux at this urban site was 23 

not possible due to the lack of the observed datasets. 24 
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 Figures 12 and 13 are similar to Figures 10 and 11 but for the Chiayi site, which is 1 

located in a rural area. The site was classified as an urban type from the MODIS data and as 2 

irrigated land from the NCU and USGS datasets. WRF-MODIS showed the highest 3 

temperatures and a consistent overestimation, while the other two runs agreed better with the 4 

observed data. The wind speed comparison was similar for all three runs, with WRF-MODIS 5 

showing the lowest wind speed most of the time. For wind direction, unlike the Taipei site, 6 

there was a clear turning of the LSB circulation throughout the whole episode at the Chiayi 7 

site. This also indicated the distinct atmospheric conditions in northern and southern Taiwan 8 

during this episode. As shown in Figure 13, WRF-MODIS predicted higher SHF than LHF, 9 

with very small LHF simulated, while the other two runs behaved similarly with higher LHF 10 

than SHF predicted. WRF-MODIS produced the highest estimated values of downward 11 

ground heat flux (GHF) among the three simulations.  12 

 Fortunately, a flux measurement site located near the Chiayi station was available for 13 

comparison. The site is surrounded by rice paddies and was classified as an urban type from 14 

the MODIS data and as irrigated lands from both the USGS and NCU data. Figure 14 15 

compares the simulated SHF and LHF with the observed components. All three runs 16 

consistently overpredicted the daytime SHF, with the highest bias from WRF-MODIS. The 17 

overprediction from WRF-MODIS contributed to the high temperature bias at the Chiayi site.  18 

 The consistent overprediction of SHF can be attributed to the reason that the soil 19 

moisture content is too low. Figure 15 shows a comparison of the simulated soil moisture in 20 

different soil layers obtained from the three WRF simulations. In the WRF modeling, the soil 21 

moisture was initially provided from the reanalysis fields (NCEP FNL data) and updated 22 

with recent precipitation and runoff processes. In the rice paddy areas, the underlying soil 23 

fields are damp due to high water quantities supplied for irrigation; however, this localized 24 

feature is not reflected in the NCEP FNL data due to the coarse spatial resolution (one-25 
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degree). As a result, all three runs showed the similar distributions of soil moisture 1 

throughout the whole period, regardless of the differences in LU type (urban vs. irrigated 2 

cropland) specified for different WRF simulations. Due to the lack of the observed datasets, 3 

the evaluation and comparison of the soil moisture content is not possible. However, Tsai et 4 

al. (2007) found that the maximum soil moisture could reach 0.68 in a rice paddy site in 5 

central Taiwan. The simulated soil moisture at the Chiayi site was lower than 0.45 6 

throughout the study period and significantly lower than the observed data based on Tsai et 7 

al. (2007). The issues of soil moisture availability are currently under investigation, so we 8 

offer no further discussion on this matter at this time. 9 

 For LHF, both WRF-USGS and WRF-NCU agreed well with the measured flux; 10 

however, WRF-MODIS showed generally quite low LHF. 11 

 The analysis of the surface heat flux components revealed distinct characteristics of 12 

surface energy partition processes at the Taipei and Chiayi sites. The land surface was 13 

mostly paved with concrete and asphalt in Taipei but covered by irrigated cropland at the 14 

Chiayi site. The misrepresentation of LU type could have erroneously predicted the surface 15 

heat flux components, which in turn could have caused the temperature biases near the 16 

surface layer.  17 

 18 

d. Hodograph analysis 19 

 20 

 The hodograph plot was generated to demonstrate the LSB circulation. Figure 16 21 

shows the comparison at the Taipei site on May 9. The observed data clearly showed a 22 

southeasterly flow during the night and morning hours that became stagnant from 0800 to 23 

1000 LST and turned to northwesterly flow along with the onset of the onshore sea breeze 24 

flow from 1000 to 1100 LST. The simulations all show a clockwise turning of the wind 25 
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direction on May 9. Compared to the observed data, the turning of the wind direction 1 

occurred one to two hours earlier in both the WRF-USGS and WRF-MODIS simulations 2 

(around 0800 to 1000 LST) (Figures 16b, 16c). The turning of the wind direction was better 3 

simulated by WRF-NCU, where it took place between 1000 and 1100 LST, close to the onset 4 

time of the sea breeze flow. The nighttime wind shifted slightly toward the northeasterly 5 

direction in the WRF-MODIS and WRF-NCU simulations. The southeasterly offshore flow 6 

was better simulated by WRF-USGS; however, the nighttime wind speed was overestimated.    7 

 8 

e. Statistical analysis 9 

  10 

 Table 3 shows the root mean square error (RMSE) comparison for temperature and 11 

wind speed at the Taipei and Chiayi sites. At the Taipei site, the WRF-NCU run exhibited 12 

the best performance for both temperature and wind speed. At the Chiayi site, WRF-NCU 13 

showed good statistical scores for temperature, while WRF-MODIS produced the worst 14 

comparison. Both WRF-MODIS and WRF-NCU exhibited better statistical scores for wind 15 

speed than WRF-USGS. The RMSE value of wind speed from the WRF-USGS run was 16 

large, particularly at the Taipei site. 17 

 Table 4 shows the bias and RMSE comparison of the temperature and wind speed for 18 

all the CWB surface sites, the locations of which are illustrated in Figure 1c. WRF-MODIS 19 

(WRF-USGS) overpredicted (underpredicted) temperature, while WRF-NCU agreed best 20 

with the observed data. For the wind speed comparison, WRF-USGS showed the least 21 

agreement, while the other two runs were comparable. The calculation of the bias and RMSE 22 

values for all the surface sites indicated that surface temperature and wind speed prediction 23 

could be improved with the updated and accurate NCU LU/LC data. 24 

 25 
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5. Summary and conclusions 1 

  2 

 The default USGS data currently utilized in WRF modeling systems classifies most 3 

of the LU types in Taiwan as irrigated croplands and erroneously locates forestlands. An 4 

alternative LU dataset retrieved from 2001 MODIS satellite products correctly identified the 5 

majority of LU type distributions, except the extremely urban nature of the western side of 6 

the country. Both USGS and MODIS datasets misrepresented the LU/LC types in Taiwan, 7 

while the new NCU LU data correctly reflected the recent development of urban structures as 8 

well as the distributions of croplands and forestlands.  9 

The WRF simulation results with respect to different LU/LC datasets demonstrated 10 

that the usage of different LU/LC data modified surface energy fluxes, surface 11 

meteorological parameters, and LSB circulation. For a typical day dominated by the local 12 

LSB circulation on May 9 2007, WRF-MODIS predicted the highest temperature in western 13 

Taiwan; WRF-USGS predicted the lowest, while WRF-NCU results fell between the other 14 

two simulations. The onshore sea breeze flow was the strongest in the WRF-MODIS 15 

simulation due to the enhanced temperature gradient predicted in western Taiwan. Over land 16 

areas, the wind speed was strongest in WRF-USGS but was reduced significantly in WRF-17 

MODIS and WRF-NCU due to the specification of longer roughness length elements that 18 

would have increased the surface drag and slowed wind flow. The onset time of the onshore 19 

sea breeze flow was better simulated by the WRF-NCU simulation at Taipei site. 20 

 Comparison with the observed surface datasets indicated overprediction of the 21 

temperature by WRF-MODIS, underprediction by WRF-USGS, and best agreement with 22 

WRF-NCU. For the wind speed comparison, WRF-USGS consistently overpredicted 23 

throughout the whole episode, while WRF-MODIS and WRF-NCU were in better 24 

agreement with the observed data. The statistical analysis demonstrated that WRF-NCU 25 
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outperforms the other simulations. In addition, a flux measurement site located at Chiayi 1 

site allowed us to evaluate the simulated surface flux components. All three runs 2 

overpredicted SHF, with the highest bias from WRF-MODIS. Both WRF-USGS and WRF-3 

NCU showed good agreement of the simulated LHF with the observed value.  4 

 The NCU LU/LC data lies between two extreme and apparently incorrect LU/LC data 5 

from the USGS and MODIS classifications. The more accurate representation of the NCU 6 

LU/LC databases in the area of Taiwan successfully improved local-scale meteorological 7 

simulations, particularly for the wind speed and temperature fields. The results indicate the 8 

need for accurate LU data to adequately simulate the surface energy budget, surface 9 

meteorological fields, and LSB dynamics in Taiwan. The application of the correct LU/LC 10 

datasets is expected to improve numerical weather simulations and enhance weather 11 

forecasting capability in the Taiwan area.  12 
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Lists of figure caption: 1 

Figure 1. (a) Surface weather map at 0800 LST on 9 May 2007, (b) model simulation 2 
domain, and (c) observation monitoring stations (circles) with dashed contour line 3 
representing the terrain height (unit: m). 4 

 5 

Figure 2. (a) LU distribution from USGS (left), MODIS (center) and NCU data (right) at 3-6 
km resolution,  (b) enlarge to encompass the area of northern Taiwan. 7 

 8 

Figure 3. Comparison of 2-m temperature (
0
C) averaged from hour 1000 to 1600 LST on 9 9 

May (upper panels) and from hour 2200 LST on 9 May to the 0400 LST on 10 May (lower 10 
panels) obtained from simulations using USGS (left), MODIS (middle) and NCU (right) LU 11 
data. 12 

 13 

Figure 4. Comparison of surface wind fields (m s
-1

) averaged from hour 1000 to 1600 LST 14 
on 9 May (upper panels) and from hour 2200 LST on 9 May to the 0400 LST on 10 May 15 
(lower panels). Leftmost plot is from WRF-NCU and color bar is shown in the top. Center 16 
plot is the difference with WRF-USGS subtracted from WRF-NCU. Rightmost plot is the 17 
difference with WRF-MODIS subtracted from WRF-NCU. For the difference plot, the color 18 
bar is shown in the bottom. 19 

 20 

Figure 5. Distribution of roughness length utilized for WRF-USGS (left), WRF-MODIS 21 
(center), and WRF-NCU (right) simulations. 22 

 23 

Figure 6. Bowen ratio distribution at 1200 LST on 9 May 2007 from WRF-USGS (left), 24 
WRF-MODIS (center), and WRF-NCU (right) simulations. 25 

 26 

Figure 7. Vertical cross-sectional analysis at 1200 LST on 9 May 2007 from (a) WRF-NCU 27 
simulation. Shaded color is for vertical wind speed greater than 0.5 cm s

-1
. Contour line is for 28 

equivalent potential temperature. Wind arrows represent the wind vectors of the u  and w  29 
wind components (m s

-1
) (u : wind vector along the cross-section line, w : 10 times of the 30 

vertical wind speed). (b) is difference plot with WRF-USGS subtracted from WRF-NCU. 31 
The shaded color is for the difference of vertical wind speed greater than 0 cm s

-1
. 32 

 33 

Figure 8. Time series comparison of the temperature from WRF simulations averaged over 34 
space for (a) urban areas and (b) non-urban areas. 35 

 36 



 24 

Figure 9. Similar to Figure 8 but for wind speed. 1 

 2 

Figure 10. Time-series comparison of 2-m temperature (top), wind speed (middle) and wind 3 
direction (degree) (bottom) at Taipei station. 4 

 5 

Figure 11. Comparison of simulated sensible heat flux (SHF), latent heat flux (LHF), ground 6 
heat flux (GHF) and net radiation (NET) at Taipei site from WRF-USGS (top), WRF-7 
MODIS (middle) and WRF-NCU (bottom) simulations. 8 

 9 

Figure 12. Time-series comparison of 2-m temperature (top), wind speed (middle) and wind 10 
direction (degree) (bottom) at Chiayi station. 11 

 12 

Figure 13. Comparison of simulated sensible heat flux (SHF), latent heat flux (LHF), ground 13 
heat flux (GHF) and net radiation (NET) at Chiayi site from WRF-USGS (top), WRF-14 
MODIS (middle) and WRF-NCU (bottom) simulations. 15 

 16 

Figure 14. Comparison of the SHF (top) and LHF (bottom) near the Chiayi station. 17 

 18 

Figure 15. Comparison of the simulated soil moisture at Chiayi station from WRF 19 
simulations using USGS (top), MODIS (middle) and NCU (bottom) LU data at different soil 20 
layers. Z1, Z2, Z3 and Z4 represent thickness of each soil layer and are 0.1, 0.3, 0.6, and 1.0 21 
m respectively from the ground surface to the bottom.  22 

 23 

Figure 16. Hodograph comparison at Taipei site on May 9 2007 from (a) observation, (b) 24 
WRF-USGS, (c) WRF-MODIS and (d) WRF-NCU. The arrows pointing from the center to 25 
the location of number identifier (0~23) represents where the wind comes at the 26 
corresponding hour. The distance between the center and the location of number identifier 27 
indicates the wind speed (m s

-1
). 28 



 

Figure 1. (a) Surface weather map at 0800 LST on 9 May 2007, (b) model simulation 

domain, and (c) observation monitoring stations (circles) with dashed contour line 

representing the terrain height (unit: m). 
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Figure 2. (a) LU distribution from USGS (left), MODIS (center) and NCU data (right) 

at 3-km resolution,  (b) enlarge to encompass the area of northern Taiwan. 

  



 
Figure 3. Comparison of 2-m temperature (

0
C) averaged from hour 1000 to 1600 LST 

on 9 May (upper panels) and from hour 2200 LST on 9 May to the 0400 LST on 10 

May (lower panels) obtained from simulations using USGS (left), MODIS (middle) 

and NCU (right) LU data. 

 



 
 

Figure 4. Comparison of surface wind fields (m s
-1

) averaged from hour 1000 to 1600 

LST on 9 May (upper panels) and from hour 2200 LST on 9 May to the 0400 LST on 

10 May (lower panels). Leftmost plot is from WRF-NCU and color bar is shown in 

the top. Center plot is the difference with WRF-USGS subtracted from WRF-NCU. 

Rightmost plot is the difference with WRF-MODIS subtracted from WRF-NCU. For 

the difference plot, the color bar is shown in the bottom. 



 
 

Figure 5. Distribution of roughness length utilized for WRF-USGS (left), WRF-

MODIS (center), and WRF-NCU (right) simulations. 

  



 
 

Figure 6. Bowen ratio distribution at 1200 LST on 9 May 2007 from WRF-USGS 

(left), WRF-MODIS (center), and WRF-NCU (right) simulations. 

  



 
 

Figure 7. Vertical cross-sectional analysis at 1200 LST on 9 May 2007 from (a) WRF-

NCU simulation. Shaded color is for vertical wind speed greater than 0.5 cm s
-1
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Contour line is for equivalent potential temperature. Wind arrows represent the wind 

vectors of the  and  wind components (m s
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Figure 8. Time series comparison of the temperature from WRF simulations averaged 

over space for (a) urban areas and (b) non-urban areas. 

 

  



 
Figure 9. Similar to Figure 8 but for wind speed. 

  



 
 

Figure 10. Time-series comparison of 2-m temperature (top), wind speed (middle) and 

wind direction (degree) (bottom) at Taipei station. 

  



  
 

Figure 11. Comparison of simulated sensible heat flux (SHF), latent heat flux (LHF), 

ground heat flux (GHF) and net radiation (NET) at Taipei site from WRF-USGS (top), 

WRF-MODIS (middle) and WRF-NCU (bottom) simulations. 

  



  

 
 

Figure 12. Time-series comparison of 2-m temperature (top), wind speed (middle) and 

wind direction (degree) (bottom) at Chiayi station. 

  



 
 

Figure 13. Comparison of simulated sensible heat flux (SHF), latent heat flux (LHF), 

ground heat flux (GHF) and net radiation (NET) at Chiayi site from WRF-USGS (top), 

WRF-MODIS (middle) and WRF-NCU (bottom) simulations.  

  



 

 

 
 

Figure 14. Comparison of the SHF (top) and LHF (bottom) near the Chiayi station. 

  



 

Figure 15. Comparison of the simulated soil moisture at Chiayi station from WRF 

simulations using USGS (top), MODIS (middle) and NCU (bottom) LU data at 

different soil layers. Z1, Z2, Z3 and Z4 represent thickness of each soil layer and are 

0.1, 0.3, 0.6, and 1.0 m respectively from the ground surface to the bottom.  

  



 

 

Figure 16. Hodograph comparison at Taipei site on May 9 2007 from (a) observation, 

(b) WRF-USGS, (c) WRF-MODIS and (d) WRF-NCU. The arrows pointing from the 

center to the location of number identifier (0~23) represents where the wind comes at 

the corresponding hour. The distance between the center and the location of number 

identifier indicates the wind speed (m s
-1

) 



Table 1. Land use mapping from NCU to USGS classifications. 

NCU USGS 

water body water body 

building urban 

sea water body 

road urban 

riverbed water 

fallow land dry/irrigated cropland 

dry cropland 

grassland grassland 

cropland dry/irrigated cropland 

 irrigated land 

forest mixed forest 

no data the closest type 

unidentified the closest type 
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Table 2. Percentages of each LU distribution class by area over the land surface of 

Taiwan (blank for zero distribution). 

 

 USGS MODIS NCU 

Urban 0.158 16.895 5.113 

Dry cropland 8.171  3.057 

Irrigated cropland 56.458  15.156 

Mixed dry/Irrigated  13.073 1.502 

Cropland/Grassland 1.292  0.395 

Cropland/Woodland 2.794 1.45 1.529 

Grassland 1.133 0.659 5.166 

Shrub land 1.871 0.264 0.026 

Mixed Shrub/Grassland  0.132 0.712 

Savanna 2.003 0.158  

Deciduous Broadleaf 1.898   

Deciduous Needleleaf    

Evergreen Broadleaf 2.609 42.462  

Evergreen Needleleaf 2.478 4.823 0.554 

Mixed Forest 18.608 18.872 64.839 

Water Bodies  0.712 1.95 

Herbaceous Wetland  0.026  

Barren Vegetated 0.501 0.264  

Wooded Tundra 0.026   



Table 3. RMSE comparison of temperature (T, unit: 
0
C) and wind speed (WS, unit: m 

s
-1

) at Taipei and Chiayi sites. The best score is in bold. 

 

 USGS MODIS NCU 

RMSE T WS T WS  T WS 

Taipei 1.08 3.03 1.06 1.34 0.99 1.32 

Chiayi 1.25 1.29 2.63 0.97 1.14 1.18 

 

 

  



Table 4. Bias and RMSE comparison of temperature (
0
C) and wind speed (m s

-1
) for 

all observed surface sites in Taiwan. 

 USGS MODIS NCU 

temperature (bias) -0.53 0.357 -0.133 

wind speed (bias) 1.145 0.520 0.628 

temperature (RMSE) 1.924 1.969 1.856 

wind speed (RMSE) 2.215 1.758 1.7946 
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ABSTRACT

This study pioneers the development of short-range (0–12 h) probabilistic quantitative precipitation

forecasts (PQPFs) in Taiwan and aims to produce the PQPFs from time-lagged multimodel ensembles using

the Local Analysis and Prediction System (LAPS). By doing so, the critical uncertainties in prediction pro-

cesses can be captured and conveyed to the users. Since LAPS adopts diabatic data assimilation, it is utilized

to mitigate the ‘‘spinup’’ problem and produce more accurate precipitation forecasts during the early pre-

diction stage (0–6 h).

The LAPS ensemble prediction system (EPS) has a good spread–skill relationship and good discriminating

ability. Therefore, though it is obviously wet biased, the forecast biases can be corrected to improve the skill of

PQPFs through a linear regression (LR) calibration procedure. Sensitivity experiments for two important

factors affecting calibration results are also conducted: the experiments on different training samples and the

experiments on the accuracy of observation data. The first point reveals that the calibration results vary with

training samples. Based on the statistical viewpoint, there should be enough samples for an effective cali-

bration. Nevertheless, adopting more training samples does not necessarily produce better calibration results.

It is essential to adopt training samples with similar forecast biases as validation samples to achieve better

calibration results. The second factor indicates that as a result of the inconsistency of observation data ac-

curacy in the sea and land areas, only separate calibration for these two areas can ensure better calibration

results of the PQPFs.

1. Introduction

Taiwan is noted for its distinctive geographic environ-

ment. Various weather systems such as spring rainfall,

mei-yu fronts, typhoons, and afternoon thunderstorms

constantly occur throughout the year. Among all weather

systems, mei-yu fronts and typhoons accompanied by

heavy rainfall often cause disasters and economic loss

to Taiwan. Therefore, the academic research and gov-

ernmental organizations emphasize the importance of

quantitative precipitation forecasts (QPFs), especially

on the short-range (0–12 h) QPFs of severe meso- and

convective-scale weather systems, as they could have the

most direct impact on people’s property and safety.

One of the primary difficulties in short-range QPFs is

the spinup problem (Heckley 1985; Donner 1988), be-

cause the processes of condensation and latent heat re-

lease are not easily predicted by traditional models. The

fundamental causes include the following: 1) the distri-

bution of humidity and convergence fields of the atmo-

sphere cannot be fully resolved by the observations, and

2) most models adopt adiabatic initializations, leading to

a situation that the hydrometeors’ information cannot

be provided by initial fields and should be driven gradu-

ally by the microphysical processes of mesoscale models
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(Mohanty et al. 1986). Therefore, accurate precipitation

forecasts are not easily obtained during the early stage

of model integration and the ability of short-range QPFs

is seriously affected for mesoscale models.

Early research indicates that if diabatic information

could be provided by initial fields, the performance of

numerical models during the early stage of model inte-

gration would be largely improved, and the ability of

short-range QPFs for mesoscale models would be en-

hanced. Krishnamurti et al. (1991) and Harms et al.

(1993) retrieved the vertical distribution of moisture and

latent heat by using observed rainfall rates and then

introduced them into the initial fields to enrich the dia-

batic information of numerical models. This showed that

the spinup time was reduced and the precipitation fore-

casts during the early stage of model integration were

improved.

The Local Analysis and Prediction System (LAPS)

used in this research can mitigate the spinup problem

because the diabatic effect has been included during the

atmospheric analysis and initialization processes. There-

fore, more accurate precipitation forecasts can be ob-

tained during the early stage of a forecast period (Jian

et al. 2003). This forecast system was developed by the

Central Weather Bureau (CWB) in partnership with the

National Oceanic and Atmospheric Administration/Earth

System Research Laboratory/Global Systems Division

(NOAA/ESRL/GSD), for the purpose of improving the

capability of short-range QPFs for severe weather systems.

At present, major forecast centers pay more and more

attention to advanced data assimilation schemes. The

three-dimensional variational data assimilation (3DVAR)

technique has been widely used in operational centers, and

several centers [e.g., the European Centre for Medium-

Range Weather Forecasts (ECMWF), France, United

Kingdom, Japan, and Canada] have switched to 4DVAR.

The ensemble Kalman filter (EnKF) is another data as-

similation method, which is relatively new and has been

tested in some operational developments. Though LAPS

does not adopt similar advanced schemes, it does really

have stable and good performance of short-range precipi-

tation forecasts from long-term verifications in the past 6

years at CWB. Refer to section 2 for a more detailed

description of LAPS.

In addition to improving data assimilation in the nu-

merical weather prediction (NWP) system, in recent

years, increasing attention has been paid to ensemble

prediction system (EPS) to reduce the forecast biases,

especially in short-range QPFs. Rather than the deter-

ministic viewpoint in traditional NWP models, there are

various uncertainties in all steps of the NWP system,

including observation, first-guess, data assimilation, and

prediction processes. The chaos theory states that a small

change in the initial conditions can drastically change

the long-term behavior of a system through interactions.

EPS uses perturbed initial states or considers the physics

as stochastic processes, which reflects the chaotic nature

in the atmosphere. Averaging the ensemble forecasts

from slightly perturbed initial conditions can filter out

some unpredictable components of the forecast, and the

spread among the forecasts can provide some guidance

on the reliability of the forecasts (Toth and Kalnay

1993). This is a fundamental transition and revolution-

ary change in the NWP development.

The major question of EPS is how to generate ensem-

ble perturbations that reflect the real initial uncertainty

(Toth and Kalnay 1993). Two operational ensemble

perturbation methods include the breeding of growing

modes (BGM) method at the National Centers for En-

vironmental Prediction (NCEP), which contains fast-

growing modes corresponding to the evolving atmosphere,

and the singular vector method which involves the linear

tangent model at the ECMWF.

The early development of EPS focuses on capturing

the critical uncertainties in an ensemble system with the

final goal of achieving a single best forecast (e.g., adopting

the ensemble weighting). For example, several studies

investigated ensemble precipitation forecasts in the Taiwan

area (Chien et al. 2003; Chien and Jou 2004; Yang

et al. 2004) using the fifth-generation Pennsylvania

State University–National Center for Atmospheric Re-

search (NCAR) Mesoscale Model (MM5; Grell et al.

1995). They discussed different weighting methods to

improve the skill of the ensemble QPFs, including the

weighted averaging method, multiple linear regression

technique, and the probability matching approach. In

some ensemble designs, the ensemble mean was not the

best forecast (e.g., Chien et al. 2003), while in other studies

the precipitation forecast from the ensemble mean was

superior to that of any single member (e.g., Chien et al.

2005). Chien et al. 2005 show that the best skill scores

were obtained when the ensemble configuration included

three uncertainty sources: initial fields, cumulus param-

eterizations, and microphysical schemes. Of all the three

uncertainty sources, the most advantageous method for

ensemble precipitation forecasts was to vary initial fields,

followed by varying cumulus parameterizations and

microphysical schemes.

As with other recent EPSs, the development of the

LAPS EPS emphasized on not only capturing the critical

uncertainties, but also conveying the uncertainties to the

forecasters and end users, which will help the users fur-

ther understand the possibility and reliability of forecasts.

Some sensitivity experiments were conducted in this

study to identify the critical uncertainties in EPS and the

time-lagged multimodel ensemble was created. To convey

MAY 2012 C H A N G E T A L . 1497



the uncertainties in the prediction process to the users,

PQPFs were developed (see section 3).

Early research indicates that calibration is a critical

procedure to correct forecast biases and enhance forecast

skill in a biased forecast system (Mass 2003). Calibration

methods of PQPFs include model output statistics (MOS;

Glahn and Lowry 1972; Vislocky and Fritsch 1997), the

artificial neural network technique (ANN; Mullen and

Buizza 2004; Yuan et al. 2007a), and the linear regression

method (LR; Lu et al. 2007; Yuan et al. 2008) to name a

few. Calibration results are deeply affected by insuffi-

cient numbers (Atger 2003) and interdependence of the

samples (Eckel and Walters 1998). In addition, using the

long-term training samples with similar climatology char-

acteristics could effectively improve bias correction (e.g.,

calibration was conducted using the training samples

classified by topography or climatology; Yuan et al. 2008).

In this study, the verification results showed that the

LAPS ensemble was apparently wet biased. Therefore,

the LR method (Yuan et al. 2008) was used to correct

forecast biases (see section 4).

This study focuses on the short-range PQPFs of ty-

phoons or tropical cyclones (TC) using the time-lagged

multimodel ensembles. Since predictability usually de-

creases in subsynoptic and mesoscale systems, it is more

difficult to develop an effective short-range EPS, in par-

ticular the TC ensembles (e.g., Cheung 2001). An addi-

tional difficulty is the different error characteristics for

the tropics, which is mainly the result of the strong con-

vection in the area and the air–sea interaction. In general,

skill improvement in forecasting TC motion is quite

promising when the uncertainties in the large-scale steer-

ing flow can be simulated by the perturbations, while the

ensembles for TC intensity are being developed, in part

because intensification is not yet fully understood.

The ensemble forecasts of TC precipitation using the

LAPS EPS are examined in this study. This report is or-

ganized as follows: LAPS and verified observation data are

introduced in section 2. The design of the LAPS EPS and

the PQPF products are presented in section 3. Sections 4

and 5 describe the calibration methodology of PQPFs and

the verification results of PQPFs before and after the LR

calibration, respectively. The sensitivity experiments on

calibration, including the training samples and accuracy of

observation data, are presented in section 6. A summary

and future works are given in the last section.

2. Model and data

a. Short-range forecast system LAPS

LAPS has three main components: the observation

data ingestion, diabatic data assimilation, and mesoscale

model forecast (Fig. 1). The ingested data include model

forecasts (used as the background field), surface obser-

vations, soundings, Aeronautical Radio Incorporated,

Communications, Addressing and Retrieval System

(ACARS), Doppler radar data (including reflectivity and

radial velocity fields from Wu–Fen–Shan, Ken–Ting, Hua–

Lian, and Chi–Gu radars; Fig. 2), satellite IR and visible

(VIS) data [from the geostationary multifunctional trans-

port satellite (MTSAT)], and satellite-derived wind fields

provided by the University of Wisconsin Cooperative

Institute for Meteorological Studies (UW-CIMSS).

After data ingestion, LAPS performs diabatic data

assimilation, including wind analysis (Albers 1995), sur-

face analysis, temperature analysis, cloud analysis (Albers

et al. 1996), moisture analysis (Birkenheuer 1999), and

a dynamical balance module. In the procedure of wind,

surface pressure, and temperature analysis, LAPS adopts

a two-pass successive correction method that can retrieve

resolvable information from conventional observations.

Cloud analysis is the key procedure to hot-start meso-

scale models, and its products could provide the initial

fields with diabatic information, such as cloud liquid

water, cloud ice, and vertical motions in the cloud-covered

area. Therefore, the spinup problem could be mitigated,

more accurate precipitation forecasts could be obtained

during the early stage of model integration, and the ability

of short-range precipitation forecasts could be largely im-

proved. The moisture analysis is achieved by using the

satellite data via a variational scheme.

After completing the atmospheric analysis procedures,

the dynamical balance module (Jian and Mcginley 2005)

is a crucial component to initialize a mesoscale model

diabatically, since it ensures that the momentum and

mass fields are consistent with the cloud-derived vertical

motions. This module is based on a variational formula-

tion, and the adjustment is done by minimizing a func-

tional containing two constraints. The first constraint is

FIG. 1. Schematic diagram of short-range forecast system LAPS.
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mass continuity equation (strong constraint), which forces

mass continuity everywhere in the domain. Therefore, the

horizontal winds are adjusted to balance with cloud-

derived vertical motions to reduce the model shock in

the first few time steps. The second constraint (weak

constraint) is to reduce the Eulerian time tendencies of

the horizontal motion components (u and y), which

couple the mass to momentum fields. The net effect is an

instant spinup or precipitation. At the final step of the

LAPS forecast system, better initial fields from the LAPS

data assimilation system are provided to conduct nu-

merical forecasts and produce nowcasting products.

The scheme of TC bogussing was used in this study for

short-range PQPFs of TCs. Since the structure of TCs

contained in the background is relatively broad and weak,

the LAPS analyzed vortex is also too weak as there is not

enough observation data over sea areas to support the

analysis of typhoon structure. For this reason, a vortex at

a location confirmed by the observations (satellite, ra-

dar, etc.) is inserted into the background field before

data ingestion in LAPS, by using the NCAR–Air Force

Weather Agency (AFWA) typhoon bogussing scheme

(Davis and Low-Nam 2001). Therefore, the track er-

rors of typhoons are usually small for 0–6-h short-range

forecasts.

The sea surface temperature data are provided by

NCEP. The initial atmospheric fields come from the

LAPS analyses. In LAPS, the background fields in the

LAPS analysis and lateral boundary conditions are from

the same sources, including the model forecasts of 1) the

nonhydrostatic forecast system (NFS) at CWB, with 15-km

horizontal resolution, and 2) the Global Forecast System

(GFS) at NCEP, with 0.58 horizontal resolution. There

are two mesoscale numerical models associated with

LAPS, including the MM5 model and the Weather Re-

search and Forecasting (WRF) model with the Advanced

Research WRF (WRF-ARW) dynamic core. Therefore,

totally four different forecast models (Fig. 3) are used by

LAPS, including 1) LAPS-MM5: NFS (refers to LAPS-

MM5 model with the background field from CWB NFS,

and similar for other notations), 2) LAPS-MM5: GFS, 3)

LAPS-WRF-ARW: NFS, and 4) LAPS-WRF-ARW: GFS.

Both the MM5 and WRF-ARW models have been

widely implemented by international operational and

research centers. They are nonhydrostatic mesoscale

models, which use the terrain-following vertical coor-

dinate, and possess flexible and multiple nesting capa-

bility. The LAPS domain has 141 by 151 grid points

(left column of Fig. 5) with 9-km horizontal resolution

FIG. 2. QPESUMS domain. The radar coverage is indicated by

the shaded area, and the four radar sites are indicated by closed

triangles, including Wu–Fen–Shan (RCWF), Ken–Ting (RCKT),

Hua–Lian (RCHL), and Chi–Gu (RCCG) radars.

FIG. 3. Schematic diagram of LAPS ensemble system.

FIG. 4. Schematic diagram of LAPS time-lagged multimodel

ensemble.
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FIG. 5. Distribution of (left) LAPS 0–6-h PQPFs and (right) QPESUMS precipitation (used as

truth) probabilities at thresholds (a) 50, (b) 100, and (c) 200 mm (6 h)21 ending at 1200 UTC 19

Sep 2010. (right) The orange shaded area denotes pixels where QPESUMS precipitation estimations

exceed the indicated threshold, and pink shaded area indicates QPESUMS radar coverage.
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and 30 sigma levels vertically with 100 hPa at the ver-

tical top level. For microphysical parameterization, the

Schultz scheme (Schultz 1995) is used in the MM5

model and the WRF Single-Moment 5-Class Micro-

physics scheme (WSM5) in the WRF-ARW model. For

planetary boundary layer process parameterizations,

the MRF scheme is used in the MM5 model and Yonsei

University (YSU) scheme is used in the WRF-ARW

model. Cumulus parameterization schemes are deac-

tivated, which is acceptable for orographically forced

precipitation in the typhoon cases with 9-km horizontal

resolution.

b. Observation data for forecast verification

Regarding the observation data needed for precipi-

tation verification, since the conventional automatic rain-

fall stations are located over the land areas in Taiwan and

the land area is only a small part of the LAPS domain, the

verification results cannot represent the performance of

the LAPS precipitation forecasts as a whole. Therefore,

the radar-estimated rainfall data from the quantitative

precipitation estimation (QPE) and Segregation Using

Multiple Sensors (QPESUMS; Gourley et al. 2001), a

system which was developed by CWB and the Water Re-

sources Agency (WRA) in Taiwan cooperating with the

National Severe Storm Laboratory (NSSL) in the United

States, were used as observation data (i.e., ground truth).

The QPESUMS uses the radar data (Fig. 2), covering the

island of Taiwan and its nearby sea areas with 1.25-km

horizontal resolution. Note that the precipitation esti-

mation in land in Taiwan is calibrated with rainfall ob-

servations from rain gauges, but is not calibrated over the

sea areas.

3. LAPS ensemble configuration and PQPF
products

a. Time-lagged multimodel ensemble configuration

Expanded from the single model LAPS-MM5: NFS,

we developed the LAPS EPS in order to capture more

uncertainties. However, limited by computer resources

and real-time operation, critical uncertainty factors such

as microphysical parameterizations, background fields,

and mesoscale models must be traded off. In the sen-

sitivity experiments, we chose two typhoon and four

mei-yu front cases, and performed simulations using five

microphysical parameterizations from WRF-ARW (the

Lin et al. scheme, the WSM three-class simple ice scheme,

the WSM five-class scheme, the Ferrier microphysics

scheme, and the WSM six-class graupel scheme), two dif-

ferent background fields (GFS from NCEP and NFS

from CWB), and two mesoscale models (MM5 and WRF-

ARW). For the 0–6- or 0–12-h QPFs of LAPS, there are

only marginal differences when using different micro-

physical schemes, while different background fields or

mesoscale models cause significant differences and be-

come more important uncertainty factors than micro-

physical parameterizations. As a result, four members

with different backgrounds or mesoscale models were

chosen as the basis of the LAPS EPS (see section 2; Fig. 3).

TABLE 1. Typhoon cases in 2008 and 2009.

Event: No. of

validation times Start–end

2008 Kalmaegi: 11

(TY 1)

0900 UTC 16 Jul–1500 UTC 18 Jul

Fung-wong: 24

(TY 2)

0300 UTC 26 Jul–1200 UTC 29 Jul

Sinlaku: 27 (TY 3) 0000 UTC 11 Sep–1200 UTC 15 Sep

Hagupit: 11 (TY 4) 0000 UTC 22 Sep–0600 UTC 23 Sep

Jangmi: 17 (TY 5) 1800 UTC 27 Sep–1800 UTC 29 Sep

Tot: 5 typhoons 90 6-h PQPFs

2009 Linfa: 12 (TY 6) 0600 UTC 20 Jun–0300 UTC 22 Jun

Molave: 7 (TY 7) 0000 UTC 17 Jul–1800 UTC 17 Jul

Morakot: 39 (TY 8) 1800 UTC 5 Aug–0200 UTC 10 Aug

Tot: 3 typhoons 58 6-h PQPFs

TABLE 2. Summary of the difference of statistical samples in the sensitivity experiments.

Expt Description

SMP-T Statistical samples were adopted from all radar coverage area within the QPESUMS domain (including sea

and land areas), before LR calibration. This experiment was used as a reference one in this study.

SMP-T(LR) Statistical samples were the same as in the experiment SMP-T, but after LR calibration. The statistical

samples were divided into two groups (cases in 2008 and 2009, respectively) when performing the

cross-validation procedure.

SMP-T8S(LR) As in the experiment SMP-T(LR), but the statistical samples were divided into eight groups (eight different

typhoon cases in 2008 and 2009) when performing the cross-validation procedure.

SMP-L As in the experiment SMP-T, but the statistical samples were only adopted from the land area within the

QPESUMS domain.

SMP-L(LR) As in the experiment SMP-T(LR), but the statistical samples were only adopted from the land area within

the QPESUMS domain.
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In addition, time-lagged configurations were adopted

to increase the ensemble members by using previous

forecasts without additional computational cost. The ad-

vantage of time-lagged multimodel ensemble forecasts

against simple multimodel ensemble forecasts is discussed

in section 5e. The LAPS time-lagged multimodel en-

semble (Fig. 4) uses multimodel forecasts initialized at

different times to construct ensemble members for the

same verification period. The LAPS EPS has four models,

and each model is initialized once every 3 h with the

forecast length of 12 h. Thus, for the 0–6-h ensemble

precipitation forecasts, 3 time-lagged members (the 0–6,

3–9, and 6–12-h QPFs) are available for each model and

4 models in total build up the EPS of 12 members.

In brief, a time-lagged multimodel ensemble system

was designed using different background fields, mesoscale

models, and initialization times, so as to capture more im-

portant uncertainties in the LAPS EPS.

b. PQPF products

The advantage of ensemble PQPFs lies in that the

probabilities are determined by the actual data distribu-

tion from ensemble members and display the possibility

of precipitation over a certain threshold. Therefore, this

plays an important part in the development of EPS. In

other words, the ultimate goal of ensemble forecasts is to

provide more possibility and probability information to

the end users instead of a single best forecast. The limi-

tation of PQPFs is that we cannot take all uncertainties

into account because of the limited ensemble members.

The PQPFs were created based upon the precipitation

forecasts from 12 members of the LAPS time-lagged

multimodel ensemble system at different thresholds. For

example, at the threshold of 10 mm (6 h)21, if 9 of the

12 members predict 6-h accumulated precipitation over

10 mm, then the precipitation probability is 75%

(9/12 5 0:75). Figure 5 shows the PQPF products and

corresponding observed probabilities of Typhoon Fa-

napi, which was the most powerful typhoon to hit Taiwan

in 2010 and caused a flash flood over areas of southern

Taiwan on 19 September 2010. If the estimated rainfall

from the QPESUMS is less than the selected threshold,

the observed precipitation probability is zero; otherwise,

it is one. At the threshold of 100 mm (6 h)21, the LAPS

PQPFs show the precipitation probabilities in south-

ern Taiwan are above 90%. There are still 9 of 12 models

predicting 6-h accumulated precipitation over 200 mm.

These large probabilities imply a high possibility of heavy

precipitation.

4. Calibration methodology

In short, calibration is bias correction. In this study, we

adopted the LR method (Yuan et al. 2008) to calibrate

PQPFs. Before calibration, a series of thresholds [0.25,

0.5, 1.0, 1.5, 2.5, 3.5, 5.0, 7.5, 10.0, 12.5, 15.0, 20.0, 30.0,

40.0, 50.0, and 60.0 mm (6 h)21] were selected based on

the distribution of 6-h accumulated precipitation from

all of the typhoon cases in 2008. Note that calibration

was conducted separately for each selected threshold,

including the training and validation processes. During

the training process, each record of training samples con-

sisted of one observed precipitation probability P(x, t)

and the closet seven ensemble precipitation probabili-

ties fi(x, t) centered at the selected calibration threshold,

which were used to represent the critical part of the

probability distribution function (PDF) for the calibration

threshold. The LR relationship was obtained by mini-

mizing the errors between the forecasted precipitation

probabilities and the observed ones. Then during the

validation process another set of data (i.e., validation

samples) were applied to the derived LR relationship to

obtain the calibrated precipitation probabilities for later

verifications.

FIG. 6. Rank histograms for LAPS 0–6-h QPFs from the experiments (a) SMP-T and (b) SMP-L. The horizontal

dashed line denotes the frequency for a uniform rank distribution.
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Because of insufficient statistical samples (eight ty-

phoon cases in 2008 and 2009, Table 1), the calibration

was performed via a cross-validation procedure, with the

purpose of increasing validation samples to consolidate

the representativeness of statistical verification results.

For example, in the experiment SMP-T (LR) (Table 2),

the five typhoon cases in 2008 were used as the train-

ing samples to calibrate the three typhoon cases in 2009,

and in turn the 2009 cases were used as the training

samples.

After the calibration for all selected thresholds, a

checking step was needed to ensure that the distribution

of probabilities at each grid point would be monotonic

(i.e., the probabilities at lower thresholds were not smaller

than those at higher thresholds because the precipita-

tion events reaching higher thresholds implies the events

FIG. 7. (left) Reliability diagrams for LAPS 0–6-h PQPFs at thresholds (a) 1, (b) 5, and (c) 20 mm

(6 h)21. Reliability curves from the experiments SMP-T (before LR calibration, dashed line with solid

dots) and SMP-T(LR) (after LR calibration, solid line with hollow circles) are shown. The horizontal

dashed line indicates the sample climatology frequency. (right) Histograms indicate the corresponding

sample ratio (%) of each forecast probability subrange for the experiments SMP-T (before LR, gray) and

SMP-T(LR) (after LR, blank).
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reaching lower thresholds). Precipitation probabilities

with correct monotonic distribution were the final cali-

brated precipitation probabilities.

The LR method is expressed as the LR equation:

P(x, t) 5 a 1 �
M

i51
bi fi(x, t), (1)

where M 5 7, fi(x, t), i 5 1, 2, . . . , 7 are the seven ordinal

input probabilities (i.e., seven ordinal ensemble precipi-

tation probabilities centered at the calibration threshold

described earlier), P(x, t) is the corresponding observed

precipitation probability, and a is a constant interpreted

as error residual. The coefficients a and bi are estimated

by minimizing the errors between the observed proba-

bilities and the derived ones [a 1 �M

i51b
i
f
i
(x, t)] in the LR

equation using N training samples. The regression co-

efficients are derived by using the least squares method:

min�
N

j51
P(x, t) 2 a 1 �

M

i51
bifi(x, t)

2
4

3
5

8<
:

9=
;

2

. (2)

By applying the ensemble precipitation probabilities

fi(x, t) from validation samples into the LR in Eq. (1)

after obtaining the regression coefficients a and bi, new

forecasted precipitation probabilities P(x, t) (i.e., cali-

brated probabilities) are obtained. For negative values

(or .1), new probabilities are reset to 0 (or 1).

5. Verification and results

Some verification methods were used to evaluate the

forecast bias, the discriminating ability, the skill of PQPFs,

the spread–skill relationship, as well as the advantage of

a time-lagged multimodel EPS against simple multimodel

EPSs. Regarding the experiments in this study, please

refer to Tables 2 and 3 for a detailed description.

a. Forecast bias

The rank histogram (RH; Hamill 2001), also known as

a Talagrand diagram, can be used to evaluate whether or

not the ensemble spread of the forecast adequately

represents the true variability of the observations. The

reference experiment SMP-T (Fig. 6a) from eight ty-

phoon cases in 2008 and 2009 shows an ‘‘L’’ shape of RH

distribution, which indicates that the LAPS EPS has

significant wet biases.

The reliability diagram (Hsu and Murphy 1986; Hamill

1997) can be used to determine how well the forecast

probabilities of an event correspond to their observed

frequencies. Reliability is reflected by the proximity of the

reliability curve (Fig. 7) to the diagonal line, which depicts

a perfect forecast. The closer the reliability curve to the

diagonal line, the smaller the probabilistic forecast bias

and the higher the reliability. Except for the slightly dry

bias in lower forecast probabilities at smaller thresholds

[below 5 mm (6 h)21] from the experiment SMP-T (be-

fore calibration; Fig. 7), all reliability curves indicate wet

biases (i.e., the reliability curve lies below the diagonal

line), and the higher the threshold, the more significant

the wet bias. The wet bias is apparently corrected after

the LR calibration [SMP-T(LR)].

The corresponding histogram (Fig. 7) shows the sam-

ple ratio in each forecast probability bin. Regarding the

higher thresholds [.20 mm (6 h)21], the sample ratios

in high forecast probability bins were small, which in-

dicates that the consistency of the forecasts of 12 en-

semble members was worse when predicting heavy

rainfall; and the wet biases were corrected by adjusting

the higher probabilities (less reliable) to the lower ones

(the highest calibrated probabilities were 83.37%). In

FIG. 8. (a) ROC curves from the experiment SMP-T and (b) the area under the ROC from the ex-

periments SMP-T (line with circles) and SMP-L (line with squares) for LAPS 0–6-h PQPFs at different

thresholds [1, 5, 10, 15, 20, and 30 mm (6 h)21].
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general, the dry and wet biases were corrected by ad-

justing the lowest and highest probabilities to the mid-

range ones via the calibration procedure.

b. Discriminating ability

The relative operating characteristic (ROC; Mason

and Graham 1999; Jolliffe and Stephenson 2003; Hamill

and Juras 2006; Wilks 2006) curve plots the hit rates

versus the false alarm rates using a set of increasing

probabilities as warning thresholds (i.e., precipitation

event is regarded as occurring when the forecast prob-

ability exceeds this warning threshold). The area under

the ROC curve (i.e., ROC area) measures the ability of

the forecast to discriminate between events and non-

events and it ranges from 0 to 1 (perfect score). A forecast

with skillful discriminating ability has the ROC area

greater than 0.5. The ROC curves (Fig. 8a) and the ROC

areas (.0.825; Fig. 8b) from the experiment SMP-T in-

dicate good discriminating ability, which slightly decrease

with increasing threshold. Unlike reliability diagrams,

the ROC is conditioned on the observations and is not

sensitive to the forecast bias. Therefore, a biased fore-

cast may still have good discriminating ability and pos-

sibly be improved through calibration, such as the LAPS

PQPFs for typhoons (Fig. 8).

c. Forecast skill

The Brier skill score (BSS; Wilks 2006) measures the

relative improvement of the probabilistic forecast over

a reference forecast in terms of selected thresholds. Sam-

ple climatology was used as the reference forecast in

this study. The BSS ranges from minus infinity to 1. The

positive BSS indicates skillful forecasts with the perfect

value of 1. The PQPFs (Fig. 9) from the experiment

SMP-T (before calibration) are skillful when compared

to climatology at the thresholds below 30 mm (6 h)21.

The BSS at each threshold increases significantly after

calibration [i.e., SMP-T vs SMP-T (LR) or SMP-T8S

(LR)], especially for higher thresholds.

Similar to the BSS, the rank probability skill score

(RPSS; Wilks 2006) measures relative improvement of

the probabilistic forecast over climatology for a multi-

category probabilistic forecast. The RPSS ranges from

minus infinity to 1 (perfect), and the positive RPSS in-

dicates a skillful forecast. The spatial distribution of the

RPSS from the experiment SMP-T (Fig. 10a) shows that

the PQPFs are more skillful over the northeastern island

of Taiwan, high mountain areas, and the northeastern

sea areas, but less skillful over the eastern sea areas

along the coast line and the western sea areas. The black

sector area with an angle of 158 in the northwestern

direction of Taiwan (Figs. 10a,b) results from the lack of

observation data because the radar beams from the Wu–

Fen–Shan [Weather Surveillance Radar-1988 Doppler

(WSR-88D)] radar site are blocked by the Chi–Shin

Mountains. The black line’s area (about an angle of 308

with the tangential direction of the eastern coast line of

Taiwan), lack of observation data, arises from the blockage

of building on radar beams from the Hua–Lian radar site.

The Brier score (BS; Wilks 2006) is used to calculate

the magnitude of the probabilistic forecast errors and

can be partitioned into three terms: reliability, resolu-

tion, and uncertainty (Murphy 1973):

BS 5
1

N
�
N

j51
(Pj 2 Oj)

2
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1

N
�
K

i51
ni(Pi 2 Oi)

2

2
4

3
5 2

1

N
�
K

i51
ni(Oi 2 Oavg)2

2
4

3
5 1 [Oavg(1 2 Oavg)],

(reliability) (resolution) (uncertainty)

(3)

where N is the number of verifying samples; K21 is the

number of forecast probability subranges (K equals 13 in

this study); ni, Pi, and Oi are the number of verifying

subsamples, the median value of the forecast probabilities,

and the conditional observed frequency at forecast prob-

ability subrange i, respectively; and Oavg is the sample

climatology frequency. The reliability term, which has

negative orientation (smaller scores is better), stands for

FIG. 9. Brier skill scores at different thresholds for LAPS 0–6-h

PQPFs from the experiments SMP-T (dashed line with solid dots),

SMP-T (LR) (solid line with hollow circles), and SMP-T8S (LR)

(solid line with hollow squares).

MAY 2012 C H A N G E T A L . 1505



the conditional forecast bias, and the resolution term

(positive orientation) represents the forecast ability to

discriminate occurrence–nonoccurrence of the events from

climatology. The uncertainty term represents for the vari-

ability of the observations and will not be altered during

the calibration process. For sample climatology, the BSS

can be expressed as

BSS 5 1 2
BS

BSref

5
resolution 2 reliability

uncertainty
. (4)

Figure 11 shows that at various thresholds the in-

creases of the BSS values (Fig. 9) after calibration [SMP-

T(LR) or SMP-T8S(LR)] are achieved by decreasing

the reliability term via the calibration procedure, while

the resolution term is almost the same after calibration

[only slightly decreased in the experiment SMP-T8S (LR)

at the threshold of 30 mm (6 h)21]. This calibration result

is pretty positive, because sometimes the reduction of the

reliability term may be achieved at the cost of the de-

crease of the resolution term.

d. Spread–skill relationship in the LAPS EPS

In general, an ideal EPS will be expected to have the

same size of ensemble spread (SPRD) as their forecast

error at the same lead time in order to represent full

forecast uncertainty (Kalnay and Dalcher 1987; Whitaker

and Loughe 1998; Zhu 2005; Buizza et al. 2005). The

SPRD and root-mean-square error (RMSE) of ensem-

ble mean forecasts (Fig. 12) are highly correlated in the

LAPS EPS. Except for TY 3, the correlations are all

higher than 0.92 with a good regression (high coefficient

of determination). In addition, the LAPS EPS is slightly

overdispersive for each typhoon case [i.e., the SPRD is

slightly larger than the RMSE (almost all data points are

located below the diagonal)]. Similarly, the scatterplot

FIG. 10. The spatial distribution of the ranked probabilistic skill score for LAPS 0–6-h PQPFs from the experiments

(a) SMP-T (before LR calibration) and (b) SMP-T (LR) (after LR calibration) using four thresholds [1, 5, 10, and

20 mm (6 h)21] to define five categories.

FIG. 11. Decomposition of the Brier score for LAPS 0–6-h

PQPFs from the experiments SMP-T (dashed line with circle

symbols), SMP-T(LR) (solid line with square symbols), and SMP-

T8S(LR) (solid line with triangle symbols). Solid symbols: re-

liability terms. Hollow symbols: resolution terms.
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FIG. 12. Scatterplots of the RMSE against the ensemble spread (SPRD) for eight

typhoon cases (TY 1–TY 8) from the experiment SMP-T. Each point in the scat-

terplot comes from one 0–6-h QPF (i.e., RMSE and SPRD are averaged over the

QPESUMS domain). The linear regression line, correlation coefficient (C), and the

coefficient of determination (R2) are shown.
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for all typhoon cases (Fig. 13) indicates a high correlation

between SPRD and RMSE and slight overdispersion,

which becomes more obvious with increasing SPRD.

Table 4 is a contingency table of SPRD and RMSE for

0–6-h ensemble QPFs in the experiment SMP-T. The

entries in the table are the joint probability of obtaining

the SPRD and RMSE values in the indicated quartiles.

If there is no relationship between SPRD and RMSE

(i.e., the correlation is zero), all entries in the table will

be 0.0625 (51/16). If there is a perfect linear relationship

(i.e., the correlation is unity), all the diagonal entries will

be 0.25 and the off-diagonal ones will be zero. The di-

agonal entries in the table are much higher than 0.0625

and even up to 0.2225. In addition, the contingency table

forms a tridiagonal matrix, which indicates that a good

spread–skill relationship exists in the LAPS EPS and the

SPRD can be used as a predictor of skill, especially when

it is extreme (very large or very small).

The scatterplots of EPS-mmtl (Fig. 14a, see Tables 2

and 3 for different samples and ensemble configurations)

show that the correlation coefficient in the experiment

SMP-T is higher than that in SMP-L. In the experiment

SMP-T, TY 4, and TY 7 are the more predictable cases,

followed by TY 1 and TY 6. TY 3, TY 5, TY 2, and TY 8

are the less predictable ones. The BSS of eight typhoon

cases for the experiment SMP-T (Fig. 15) shows that TY

4 and TY 7 (the more predictable cases) have the highest

BSS, followed by TY 1 and TY 6, and then TY 3, TY 5,

TY 2, and TY 8 (the less predictable cases). Again, this

indicates that small-spread ensemble forecasts have higher

skill than large-spread forecasts in the LAPS EPS.

e. Advantage of a time-lagged configuration

One reason to adopt the time-lagged ensemble tech-

nique to the short-range forecasting is because a short-

range forecast generally possesses a relatively strong

dependency on the initial conditions. The forecast errors

in the very short range may be strongly correlated to the

uncertainties in the initial analysis (Lu et al. 2007). The

time-lagged ensembles can be interpreted as the fore-

casts obtained from a set of perturbed initial conditions

(Van den Dool and Rukhovets 1994). In this study, the

advantage of time-lagged multimodel ensemble fore-

casts is compared with simple multimodel ones.

Figure 16 indicates that EPS-mmtl has the highest BSS

values among the four different configurations (EPS-

mmtl, EPS-m06h, EPS-m09h, and EPS-m12h in Table 3)

at all thresholds in the experiment SMP-L (Fig. 16b) and

at the thresholds below 15 mm (6 h)21 in the experiment

SMP-T (Fig. 16a). Figure 17 shows the relative RMSE

(RRMSE) and spatial correlation coefficient of 6-h QPFs

of 12 members and 4 ensembles, and EPS-mmtl has the

lowest RRMSE and the highest correlation coefficient in

both SMP-T and SMP-L.

Regarding the spread–skill relationship (Fig. 14), all

three EPSs without time-lagged configuration (EPS-

m06h, EPS-m09h, and EPS-m12h) are underdispersive

(i.e., the SPRD is smaller than the RMSE) in both

SMP-T and SMP-L. Such underdispersion becomes

more significant with increasing SPRD, and more severe

for shorter-range ensembles (EPS-m06h) and the land

samples (SMP-L vs SMP-T). As a time-lagged configu-

ration (EPS-mmtl) is adopted, slight overdispersion

exhibits in the experiment SMP-T, and underdispersion

is mitigated in the experiment SMP-L but still exists for

larger SPRD (.6 mm, shown in the linear regression

line), which is consistent with the smaller spread in the

rank histogram (Fig. 6b). A time-lagged configuration,

which is much more important for the less predictable

cases (i.e., larger SPRD) and for the forecasts in the

land, can mitigate the underdispersion to better represent

the forecast uncertainty (SPRD comparable to RMSE).

6. Sensitivity experiments

In this section, two sets of sensitivity experiments

(Table 2) were carried out, including 1) the experiments

on different training samples to understand the in-

fluence of different training samples over the calibration

results, and 2) the experiments on the accuracy of obser-

vation data to understand how the inconsistency of ob-

servation data accuracy from the sea and land areas will

influence the calibration results. In fact, the QPESUMS

QPEs, used as the ground truth, have been calibrated

FIG. 13. As in Fig. 12., but for all typhoon cases (TY 1–TY 8)

in one plot.
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FIG. 14. As in Fig. 13., but for the four different ensemble configurations (a) EPS-

mmtl, (b) EPS-m06h, (c) EPS-m09h, and (d) EPS-m12h, respectively. The results of

(left) experiment SMP-T and (right) experiment SMP-L. Each point in the scat-

terplot comes from one typhoon case. The ratio of SPRD over RMSE is also in-

dicated on the plot of EPS-mmtl.
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with the observed precipitation from rain gauges in the

land areas, while they have no calibration in the sea areas.

In a few cases, there was clear discontinuity in QPESUMS

QPEs along the costal line of Taiwan.

a. Experiments on different training samples

The difference between the two calibration experi-

ments SMP-T(LR) and SMP-T8S(LR) lies in that the

reference experiment SMP-T adopts different training

samples during the LR calibration process. All statistical

samples in the experiment SMP-T(LR) were divided

into two groups when performing the cross-validation

procedure, typhoon cases in 2008 (TY 1–TY 5) and 2009

(TY 6–TY 8), respectively, where one of these two groups

was used as the training samples to calibrate the other

(the validation samples). The experiment SMP-T8S(LR)

puts all statistical samples into eight groups, eight dif-

ferent typhoon cases (TY 1–TY 8) in 2008 and 2009,

where seven groups were used as the training samples to

calibrate the remaining one. In other words, each ty-

phoon case serves as the validation samples in turn. All

the calibration results shown in this study have combined

all validation samples in one set of figures.

At various thresholds, the LR calibration [SMP-

T(LR) or SMP-T8S(LR)] can increase the BSS over the

experiment SMP-T (Fig. 9) and shows the improved skill

of PQPFs. In addition, the improvement grows with

increasing threshold. Only at 30 mm (6 h)21 threshold,

the BSS of SMP-T(LR) is much higher than that of

SMP-T8S(LR). At other thresholds lower than 30 mm

(6 h)21, the resolution values (Fig. 11) vary slightly among

these three experiments [SMP-T, SMP-T(LR), and SMP-

T8S(LR)], while the reliability values of SMP-T8S(LR)

decrease slightly more than those of SMP-T(LR). How-

ever, at the threshold of 30 mm (6 h)21, the reliability

value of SMP-T8S(LR) decreases far less than that of

SMP-T(LR). In addition, the resolution value of SMP-

T8S(LR) decreases after the LR calibration, which means

that the forecast ability to discriminate the extreme pre-

cipitation events from climatology has been lost during

the calibration process.

Figure 18 indicates that eight typhoon cases do not

show a very good precipitation similarity at 30 mm (6 h)21

threshold in the reliability. In other words, some in-

consistency exists among the forecast biases of these

eight typhoon cases. Therefore, although the experiment

SMP-T8S(LR) used far more training samples than the

experiment SMP-T(LR), it does not necessarily produce

a better calibration result. Indeed, the calibration prin-

ciple is constructed based on the consistent (or very

similar) distribution of the forecast biases between the

training and validation samples.

This sensitivity experiment shows that the calibration

results vary with the training samples, and adopting more

training samples does not necessarily produce better

calibration results. It is essential to apply data with

similar forecast biases as the training samples to achieve

better calibration results. In the future, the similar

typhoon types should be considered to establish various

LR relationships based on different typhoon classifica-

tions. In addition, individual calibration for the areas

with different precipitation characteristics (Yuan et al.

TABLE 3. Summary of models and ensemble prediction systems.

Model 1 LAPS-MM5(NFS) 0–6-h QPFs Model 7 LAPS-WRF(NFS) 0–6-h QPFs

Model 2 LAPS-MM5(NFS) 3–9-h QPFs Model 8 LAPS-WRF(NFS) 3–9-h QPFs

Model 3 LAPS-MM5(NFS) 6–12-h QPFs Model 9 LAPS-WRF(NFS) 6–12-h QPFs

Model 4 LAPS-MM5(AVN) 0–6-h QPFs Model 10 LAPS-WRF(AVN) 0–6-h QPFs

Model 5 LAPS-MM5(AVN) 3–9-h QPFs Model 11 LAPS-WRF(AVN) 3–9-h QPFs

Model 6 LAPS-MM5(AVN) 6–12-h QPFs Model 12 LAPS-WRF(AVN) 6–12-h QPFs

EPS-mmtl A 12-member ensemble prediction system with models 1–12

EPS-m06h A 4-member ensemble prediction system with models 1, 4, 7, and 10

EPS-m09h A 4-member ensemble prediction system with models 2, 5, 8, and 11

EPS-m12h A 4-member ensemble prediction system with models 3, 6, 9, and 12

TABLE 4. Contingency table of ensemble spread (SPRD) and RMSE for LAPS 0–6-h ensemble QPFs in experiment SMP-T using the

configuration of EPS-mmtl. The entries in the table are the joint probability of obtaining the SPRD and RMSE values in the indicated

quartiles.

(Joint probability)

SPRD quartiles

0%–25% 25%–50% 50%–75% 75%–100%

RMSE quartiles 0%–25% 0.2225 0. 0275 0 0

25%–50% 0.0275 0.1950 0. 0275 0

50%–75% 0 0. 0275 0.1850 0. 0275

75%–100% 0 0 0. 0275 0.2225
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2007b) would also be the direction for further research

and study.

b. Experiments on the accuracy of
observation data

The forecast skill highly depends on verification/

observation data, especially precipitation analyses over

the mountainous areas (Yuan et al. 2005). In this study,

there are two designed experiments using statistical

samples from different radar coverage: the samples of

the experiments SMP-T and SMP-T(LR) are adopted

from all radar coverage (including the sea and land

areas) within the QPESUMS domain, while those of the

experiments SMP-L and SMP-L(LR) are only from the

land areas in Taiwan, accounting for 9.4% of all

samples. Thus, the performance of the experiment

SMP-T is almost dominated by the ocean samples.

The RH from the experiment SMP-T (Fig. 6a) shows

that the LAPS forecasts for typhoon cases have significant

wet biases. The experiment SMP-L (Fig. 6b) shows too

small LAPS ensemble spread in the land areas, with

about 35% of samples whose observations are outside

the extremes of the ensemble forecasts, about 23% (12%)

of samples with the observations ranked the lowest

(highest). The RH solely from the ocean samples is very

similar to that from the experiment SMP-T since more

than 90% of samples in the experiment SMP-T come

from the sea areas.

Similar to the experiments SMP-T and SMP-T(LR)

(Fig. 7), the reliability diagrams (Fig. 19) of SMP-L and

SMP-L(LR) show mixed biases at each threshold. Dry

(wet) biases come mainly from the samples with lower

(higher) forecast probabilities. The higher the threshold,

the smaller the sample percentage with higher forecast

probabilities. In addition, the experiments SMP-T and

SMP-L (Figs. 7 and 19) show that the wet biases become

more evident with increasing threshold, and the severe

wet biases in SMP-T result mainly from the ocean sam-

ples. This overestimation tendency for heavy precipitation

may be caused by deactivation of cumulus parameteriza-

tion in LAPS with 9-km horizontal resolution during the

warm rain processes. Generally speaking, both experi-

ments achieve the bias correction by adjusting the ex-

treme forecast probabilities to the medium ones. Note

that the samples with higher forecast probabilities are

viewed as unreliable at higher thresholds [above 10 mm

(6 h)21, not shown] in the experiment SMP-T (Fig. 7),

and thus they are removed after calibration [SMP-

T(LR)]. Since the experiment SMP-L (Fig. 19) does not

have obvious biases before calibration, the LR calibra-

tion only makes a minimal bias correction. This indicates

that the LAPS EPS have better discrimination capabil-

ities in the land areas.

The ROC area (Fig. 8b) indicates that at each thresh-

old, the experiment SMP-L has better resolution than the

experiment SMP-T (i.e., a better ability to discriminate

between precipitation occurrence and nonoccurrence). In

FIG. 15. Brier skill scores of eight typhoon cases (TY 1–TY 8)

for experiment SMP-T at different thresholds [1, 5, 10, and 20 mm

(6 h)21].

FIG. 16. Brier skill scores at different thresholds for four different ensemble configurations (EPS-mmtl, EPS-m06h,

EPS-m09h, and EPS-m12h) for the experiments (a) SMP-T and (b) SMP-L.
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addition, the potential usefulness of both the experiments

SMP-T and SMP-L slightly reduces with increasing

threshold.

Figure 17 reveals that almost every ensemble member

has lower RRMSE and higher spatial correlation coef-

ficients in the experiment SMP-L than that in SMP-T (i.e.,

the performance of QPFs is better in the land areas). In

addition, the performance of the ensemble mean in EPS-

mmtl excels that of individual ensemble members.

Compared with the experiments SMP-T and SMP-

T(LR), the experiments SMP-L and SMP-L(LR) have

higher BSS values (Fig. 20). In addition, the BSS values

reduce with increasing threshold, and the experiment

SMP-T is unskillful when compared to climatology at

the threshold of 30 mm (6 h)21. And the forecast skill is

improved after calibration at various thresholds [SMP-

T(LR) vs SMP-T; SMP-L(LR) vs SMP-L]. Except for

the threshold of 1 mm (6 h)21, the BSS values of the

experiment SMP-L are even higher than those of the

experiment SMP-T(LR) at all thresholds, and the gap

widens with increasing threshold.

The spatial distributions of the RPSS (Fig. 10) from

the experiments SMP-T and SMP-T(LR) show that the

skill of PQPFs was improved at most areas (the south-

western, northwestern, eastern, and southeastern sea

areas of Taiwan) after calibration. However, the RPSS

values in the northeastern oceanic and mountainous

areas of Taiwan apparently decrease after calibration.

This could be associated with the poor quality of the

QPESUMS QPEs used as the observation data in the

sea areas. Because of the inconsistency of the observa-

tion data accuracy between the sea and land areas and

more abundant ocean samples than the land ones (about

9 times), the RPSS values therefore, in some land areas,

obviously fall after calibration (i.e., the probabilistic

forecast skill in most sea areas is improved at the cost of

those in a few land areas during the calibration process).

Compared with the experiment SMP-L (not shown), the

RPSS values in the experiment SMP-L(LR) became

slightly higher in most coastal areas, with only a minimal

reduction in very small parts of mountainous areas.

In summary, there are severe wet biases in the LAPS

EPS in the sea areas. Therefore, the performance of

precipitation forecasts in the experiment SMP-L (land

samples) excels that in the experiment SMP-T (mainly

dominated by ocean samples). For typhoon cases, the

precipitation in the land areas affected by orographic

lifting may be easier to be predicted accurately, in

comparison with the forecasts of typhoon rainbands in

the sea areas. In addition, the relatively inferior forecast

performance in the sea areas probably results from the

underestimation of the QPESUMS QPEs. Currently,

FIG. 17. (a) The RRMSE and (b) the correlation coefficient of

6-h accumulated precipitation forecasts of 12 members and four

ensemble configurations (EPS-mmtl, EPS-m06h, EPS-m09h, and

EPS-m12h) in Table 3 from the experiments SMP-T (line with

circles) and SMP-L (line with squares).

FIG. 18. Reliability diagram for LAPS 0–6-h PQPFs at the

threshold of 30 mm (6 h)21. Reliability curves from TY 1 to TY 8

are shown.
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the QPESUMS applies the same Z–R relationship for

various weather systems and geographic areas, while

previous verifications revealed that the QPEs derived

from this Z–R relationship showed a feature of under-

estimation in the land areas. In the sea areas far from

radars, the likelihood of underestimated QPEs is rather

high due to higher radar beams. It is not easy to verify

these two inferences because of the lack of precipitation

observations in the sea areas. To conclude, individual

calibration for the sea and land areas is needed to obtain

better calibrated PQPFs.

7. Summary and future work

This study pioneers the development of short-range

PQPFs in Taiwan. It aims mainly to provide more valuable

FIG. 19. As in Fig. 7, but from the experiments SMP-L (before LR calibration) and SMP-L (LR)

(after LR calibration).
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0–12-h forecast products for severe weather systems se-

riously affecting general livelihood. Because the data

assimilation procedure of LAPS can provide the initial

fields of mesoscale models with diabatic information, it

can effectively mitigate the major problem of short-range

QPFs—the spinup problem during the early stage of

model integration. Therefore, this study applies LAPS as

a basic tool to develop the PQPFs from time-lagged

multimodel ensembles in order to capture the critical

uncertainties, and to convey the uncertainties in pre-

diction processes to the forecasters and end users.

Based on the sensitivity experiments, for the 0–6- or

6–12-h QPFs of LAPS, background field and mesoscale

model are more critical uncertainty factors compared to

microphysical parameterizations. Therefore, we built a

multimodel EPS by using different background fields

and mesoscale models in order to enlarge the ensemble

spread. In addition, we also adopted the time-lagged

configuration to increase the ensemble members using

previous forecasts without additional computational cost.

A time-lagged configuration can make the LAPS EPS

have better forecast performance and skill–spread re-

lationship, especially for the less predictable typhoon

cases and over the land areas. The PQPF products can

actually provide the users with the reliability of pre-

cipitation forecasts and the possibility for precipitation

exceeding a certain threshold, and can serve as the ref-

erence for policy decision makers to deal with disaster

prevention and relief.

Because the verification results show significant wet

biases in the LAPS EPS for typhoon cases, this study

applies the LR method to calibrate the PQPFs. The cross-

validation results based on eight typhoon cases in 2008

and 2009 indicate that forecast biases can be corrected

via the calibration procedure to improve the skill of

PQPFs.

In addition, this study carries out sensitivity experi-

ments on two factors affecting the calibration results,

including the training sample size and the accuracy of

observation data. The LR calibration results vary with

the training samples, and adopting more training sam-

ples does not guarantee better calibration results. In

fact, the eight typhoon cases did not show a very good

precipitation similarity in terms of the reliability and

forecast biases (Fig. 18). Therefore, more training sam-

ples could cause the poor calibration performance [SMP-

T8S(LR) vs SMP-T(LR)]. Most important, the calibra-

tion principle is constructed based on the consistent (or

very similar) distribution of the forecast biases between

the training and validation samples.

In the future, with more collected typhoon cases, the

distributions of precipitation forecast biases can be an-

alyzed for different typhoon paths, moving speeds, or

precipitation intensities. Then various LR relationships

can be established and applied to different distributions

of forecast biases in the typhoon cases, thus to produce

better calibration results.

The inconsistency of observation data accuracy from

the sea and land areas influences the calibration results.

This is due to the fact that the QPEs of QPESUMS (used

as the ground truth) have been calibrated with the ob-

served precipitation in the land areas, while they have no

calibration in the sea areas, which results in slightly

worse accuracy. The verifications of PQPFs show that

the forecast skill of experiment SMP-T (including ocean

and land samples) is improved (such as higher BSS

values) after calibration. However, because of the in-

consistency of the observation data accuracy in the sea

and land areas and more abundant ocean samples (about

9 times of land samples), the bias correction of most sea

samples is achieved at the sacrifice of the bias correction

of some land samples in the experiment SMP-T(LR).

Hence, separate calibration for the sea and land areas

may ensure better calibration results of PQPFs.

However, the result was not very positive using the

LR method to calibrate the PQPFs for mei-yu front

cases. The reason is that the phenomenon of the pattern

shift often exists in the LAPS forecasts for mei-yu front

cases, which results in incorrect correspondence between

the observation and forecast precipitation systems and

would seriously affect the calibration results. In the fu-

ture, the pattern shift needs to be corrected for mei-yu

front cases before calibration of PQPFs. In addition,

forecast biases in the LAPS EPS vary with distinctive

geographic environment in Taiwan, thus performing in-

dividual calibration of PQPFs for different regional areas

should be considered.

FIG. 20. Brier skill scores at different thresholds for LAPS 0–6-h

PQPFs from the experiments SMP-T (dashed line with solid dots),

SMP-T(LR) (solid line with hollow circles), SMP-L (dashed line with

solid squares), and SMP-L(LR) (solid line with hollow squares).
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Assimilation of FORMOSAT-3/COSMIC electron density profiles
into a coupled thermosphere/ionosphere model using ensemble
Kalman filtering
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[1] This paper presents our effort to assimilate FORMOSAT-3/COSMIC (F3/C) GPS
Occultation Experiment (GOX) observations into the National Center for Atmospheric
Research (NCAR) Thermosphere Ionosphere Electrodynamics General Circulation Model
(TIE-GCM) by means of ensemble Kalman filtering (EnKF). The F3/C electron density
profiles (EDPs) uniformly distributed around the globe which provide an excellent
opportunity to monitor the ionospheric electron density structure. The NCAR TIE-GCM
simulates the Earth’s thermosphere and ionosphere by using self-consistent solutions for
the coupled nonlinear equations of hydrodynamics, neutral and ion chemistry, and
electrodynamics. The F3/C EDP are combined with the TIE-GCM simulations by EnKF
algorithms implemented in the NCAR Data Assimilation Research Testbed (DART)
open-source community facility to compute the expected value of electron density,
which is ‘the best’ estimate of the current ionospheric state. Assimilation analyses obtained
with real F3/C electron density profiles are compared with independent ground-based
observations as well as the F3/C profiles themselves. The comparison shows the
improvement of the primary ionospheric parameters, such as NmF2 and hmF2.
Nevertheless, some unrealistic signatures appearing in the results and high rejection rates
of observations due to the applied outlier threshold and quality control are found in
the assimilation experiments. This paper further discusses the limitations of the model
and the impact of ensemble member creation approaches on the assimilation results,
and proposes possible methods to avoid these problems for future work.

Citation: Lee, I. T., T. Matsuo, A. D. Richmond, J. Y. Liu, W. Wang, C. H. Lin, J. L. Anderson, and M. Q. Chen (2012),
Assimilation of FORMOSAT-3/COSMIC electron density profiles into a coupled thermosphere/ionosphere model using ensemble
Kalman filtering, J. Geophys. Res., 117, A10318, doi:10.1029/2012JA017700.

1. Introduction

[2] The ionospheric electron density distribution can
affect human activities and systems, such as navigation and
HF communication systems. To monitor the state of the

ionosphere, so-called ionospheric weather, solely by obser-
vations is difficult due to lack of observations with sufficient
spatial and temporal resolutions. Modeling the ionospheric
weather is complex, since it varies with longitude, latitude,
altitude, local time (LT), season, solar activity, and the
geomagnetic condition. The ionospheric variability results
from changes in internal and external drivers, such as neutral
wind circulation, solar radiation, solar wind and interplane-
tary magnetic field interaction with the magnetosphere, and
from the dynamical and nonlinear response of the thermo-
sphere and ionosphere to these changes. Most empirical and
physics-based theoretical/numerical models can simulate
many climatological features of the ionosphere, but fail to
reproduce the ionospheric weather due to lack of reliable
estimations of the ionospheric drivers [Scherliess et al.,
2006]. In addition, recent studies point out that the iono-
spheric drivers that are crucial to the specification of the
ionospheric weather involve not only solar radiation and
high-latitude electric fields and particle precipitation but also
the thermospheric composition, temperature, and winds
[Datta-Barua et al., 2009; Scherliess et al., 2009].
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[3] A powerful technique to reproduce the ionospheric
weather is data assimilation that combines physics-based
simulations of the ionosphere with observations. Many data
assimilation models of the ionosphere have been developed
in the past decade, based on either empirical or physics-
based models and different types of ionospheric measure-
ments [Howe et al., 1998; Pi et al., 2003; Bust et al., 2004;
Hajj et al., 2004; Scherliess et al., 2004, 2006; Schunk et al.,
2004; Mandrake et al., 2005; Fuller‐Rowell et al., 2006;
Komjathy et al., 2010; Matsuo and Araujo-Pradere, 2011].
They mainly assimilated ground-based observations with
limited global coverage, and were thus not able to represent
the global electron density distribution with high accuracy.
As the global navigation satellite system evolves, total
electron content (TEC) and radio occultation observations
become increasingly available over the entire globe.
[4] This paper presents preliminary results from the first

use of ensemble Kalman filtering (EnKF) to assimilate
FORMOSAT-3/COSMIC (F3/C) electron density profiles
(EDPs) into the National Center for Atmospheric Research
(NCAR) Thermosphere-Ionosphere-Electrodynamics General
Circulation Model (TIE-GCM). The F3/C provides three-
dimensional (3D) ionospheric electron densities over the entire
globe to cover areas without sufficient other observations,
such as in the oceans, deserts, and polar regions. Unlike an
ordinary Kalman filter, the EnKF allows for the use of a fully
nonlinear forecast model without any modification. Further-
more, the forecast model error covariance is represented by the
sample covariance calculated from an ensemble of model
forecasts, and therefore the space- and time-dependent
description of the forecast model error covariance is attained
with a moderate computational cost. In addition, in this
assimilation system, both the state of the thermosphere and
ionosphere can be estimated by using the EnKF. The main
objective of this paper is to demonstrate that an improvement
in global ionospheric electron density specification is
achieved by assimilating the F3/C observations into the
TIE-GCM. The results of the assimilation are validated
with independent ionosonde measurements.

2. Assimilation System

[5] The EnKF assimilation system is constructed with the
NCAR TIE-GCM and the Data Assimilation Research
Testbed (DART) [Anderson et al., 2009]. Detailed descrip-
tions of this EnKF system can be found in T. Matsuo et al.
(Thermospheric mass density specification using an ensem-
ble Kalman filter, submitted to Journal of Geophysical
Research, 2012).
[6] The NCAR TIE-GCM is a 3D, time-dependent,

physics-based model of the earth’s coupled thermosphere
and ionosphere. The TIE-GCM uses a finite differencing
technique to obtain a self-consistent solution for the ther-
mospheric and ionospheric dynamics, the associated dynamo
electric field and currents, and the electrodynamic feedback
on neutral and plasma motions and thermodynamics [Roble
et al., 1988; Richmond et al., 1992]. The TIE-GCM calcu-
lates the global distribution of neutral wind circulation, tem-
perature, electrodynamics, and compositional structure of the
upper atmosphere and ionosphere. The standard horizontal
grid resolution of the model is 5� � 5� in longitude and
latitude. There are 29 pressure surfaces at half-scale-height

intervals extending from 97 km to about 700 km (depending
on the solar activity). At the upper boundary, the vertical O+

flux and electron heat flux are specified, which approximates
the plasma mass and heat exchange between the plasma-
sphere and the ionosphere.
[7] The EnKF is proposed as a Monte-Carlo approxima-

tion of a Kalman filter [Evensen, 1994]. It allows the use of a
fully nonlinear dynamical model such as the TIEGCM as a
forecast model, and uses the sample statistics from an
ensemble of model forecasts to compute the impact of
observations on the state variables [e.g., Evensen, 2009].
The ensemble of model simulations essentially emulates the
evolution of the probability distribution. The posterior refers
to the posterior probability distribution obtained after
assimilation of observations, and the prior means that prob-
ability distribution prior to assimilation. Because the EnKF
is a recursive filter (i.e., a type of filter which re-uses its
output as an input), the state of each posterior ensemble
member is integrated forward by the TIEGCM over the
course of one assimilation cycle to yield the prior ensemble
for the next assimilation time. Specifically, the mean of the
posterior ensemble serves as an assimilation analysis, and is
equivalent to the assimilation analysis obtained according to
the conventional Kalman filter analysis equation [Daley,
1991; Evensen, 2009]. Because the sample covariance is
computed from a smaller ensemble than what is required for
the size of covariance associated with models like the
TIEGCM, it is important to control spurious correlations by
limiting the correlation length with a localization function.
This procedure is called covariance localization [Houtekamer
and Mitchell, 2006], and is usually applied during the
regression step used to transform and localize the innovations
back into the state-space.
[8] The DART is an open-source community software for

ensemble data assimilation developed and maintained by the
Data Assimilation Research Section at NCAR [Anderson
et al., 2009]. By using DART’s carefully engineered ensem-
ble data assimilation algorithms and diagnostic tools, state-
of-the-art data assimilation systems can be implemented for
different geophysical models with great ease. The DART
includes a variety of algorithms for computing the updated
observation ensemble including the perturbed observation
ensemble Kalman filter [Burgers et al., 1998] and the ensem-
ble adjustment Kalman filter [Anderson, 2001].
[9] Matsuo and Araujo-Pradere [2011] presented suc-

cessful observing system simulation experiments for iono-
sonde observations using the same assimilation system used
in this study. They concluded that by self-consistently
treating the coupling of the ionosphere and thermosphere
both in the forecast and update steps of Kalman filtering, the
thermospheric states can indeed be estimated from iono-
spheric observations, in turn improving the overall iono-
spheric specification. Hence, the electron density, the main
dynamical variables of the thermosphere (neutral tempera-
ture and winds), and the major-constituent compositions
(atomic and molecular oxygen mass mixing ratios) are
included as part of the EnKF state vector in this study. (Note
the sum of mixing ratios of major species (O, O2, and N2) is
set to 1 in the TIE-GCM.) To ensure that assimilation anal-
yses of these variables always remain within physically
meaning ranges, the minimum electron density is set equal
to 103/cm3, and the O and O2 mixing ratios are bound
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between zero and one. When assimilation updates end up
outside these bounds, the maximum and/or minimum values
are used instead of the updated values for assimilation
analyses.
[10] The F3/C mission consists of six micro-satellites that

were launched on 15 April 2006 and reached their mission
orbit of 800 km around December 2007. The main payload
on board the F3/C satellites is the GPS Occultation Experi-
ment, which provides global observations of the ionosphere
to reconstruct the 3D electron density structure up to 800 km
altitude. This data set makes it possible to study global
ionospheric features at various altitudes in both hemispheres.
The measurements have been used for operational numerical
weather prediction, climate/reanalysis studies and iono-
spheric physics. The F3/C EDP is retrieved from GPS radio-
occultation (RO) data along the GPS-LEO (low earth orbit)
radio links near the raypath tangent points. Recent studies
show that ionospheric electron densities derived from the
RO sounding around and above the F2 peak are reasonably
accurate, whereas those below the F region should be used
with great caution because of the assumption of spherical
symmetry used in the Abel inversion [Lei et al., 2007; Kelley
et al., 2009; Liu et al., 2010; Yue et al., 2010]. Therefore, the
F3/C EDP observation error applied in this study is assumed
to be the sum of a 10% instrumentation error and the esti-
mated Abel inversion error percentage [Liu et al., 2010; Yue
et al., 2010].
[11] An observational forward operator which maps the

model state variables to the observed parameters is needed.
The TIE-GCM simulates the 3D electron density at grid
location in pressure coordinates, and the F3/C EDP provides
electron density profiles at irregular longitude and latitude
locations. To simplify the forward operator computation and
avoid the complication of missing model values above its
upper boundary, the F3/C EDP is chosen for this new
assimilation system development, instead of the line-of-sight
integrated electron densities. The assimilation window is
1 h, which means that the F3/C EDPs occurring within
30 min of the assimilation time are assimilated. On average,
there are approximately 85 profiles collected globally every
hour, and used in each assimilation step. The F3/C EDP is
retrieved from F3/C radio occultation and published by the
COSMICData Analysis and Archive Center (CDAAC) at the
University Corporation for Atmospheric Research (UCAR).
In this study, all EDPs are sampled between 160 and 450 km
with a 10 km resolution and have quality control criteria
applied to avoid assimilating obviously bad data, such as
negative densities.

3. Ensemble Members Generating Strategy

[12] The thermosphere-ionosphere system is strongly
controlled by external forcing, and therefore ensemble
members are generated by perturbing the input forcing
parameters of the TIE-GCM. In the filtering experiments
presented in this paper, 90 ensemble members are generated
via centered Gaussian distributions of three primary model
input parameters: the solar 10.7 cm radio flux (F10.7, used
as a proxy for solar EUV radiation) and auroral hemispheric
power and cross-tail potential drop that control high-latitude
energy and momentum input to the model. The hemispheric
power and cross-tail potential are assumed to be correlated

with each other, but correlation of F10.7 with the hemi-
spheric power and cross-tail potential is not considered. The
mean values of the Gaussian distributions come from
corresponding observations of the F10.7 and the three-hour
planetary K index (Kp) published on the NOAA National
Geophysical Data Center webpage, where Kp is used to
estimate the hemispheric power and cross-tail potential
[Boyle et al., 1997; Zhang and Paxton, 2008]. The widths of
the distributions are specified by a 14-day standard deviation
of F10.7 and�0.5 unit of Kp. The values are 5� 10�22W/m2Hz
for F10.7, 2 GW for the hemispheric power, and 10 kV for
the cross-tail potential.
[13] Our early numerical tests, however, showed that the

ensemble members generated by perturbing these three
model input parameters, although spanning a great range of
electron number densities, did not yield sufficiently diverse
profile shapes/altitude distributions to fully cover the
observations variability. In order to increase the range of
ionospheric F region peak heights (hmF2) and give suffi-
ciently diverse profile shapes/altitude distributions, the ver-
tical E � B plasma drift is also varied. The vertical drifts
have a Gaussian-like distribution when we perturb the three
forcing parameters. Nevertheless, the spread due to the
parameters alone is not enough to give an adequate diversity
of profile shapes. Therefore, ensemble members are divided
into three groups with default, higher, and lower global
vertical E � B plasma drift multiplying factors, which are
1.0, 1.5, and 0.5, respectively, to either raise or lower hmF2
and diversify the profile shapes.
[14] The forcing parameters assigned to each ensemble

member are held unchanged over the assimilation time step.
The spin-up time for each ensemble member is 10 h. In addi-
tion, the topside ionospheric electron density predicted by the
original TIE-GCM is often higher than that from the nighttime
F3/C observations, and this gross model bias resulted in a poor
performance of filtering. The default nighttime vertical O+ flux
at the top boundary of the TIE-GCM is �2.0 � 108/cm2s at
most locations, with some latitudinal and solar zenith angle
dependence. To improve the performance of filtering it has
been reduced to one-fourth of this default value, and this
change has led to better nighttime results.
[15] Those 90 ensemble members are used to provide the

necessary information on the variability of the thermosphere
and ionosphere, and to calculate the sample covariance
matrix to describe the correction and variance of the model
forecast error.

4. Result and Interpretation

[16] The assimilation experiment is conducted for 12–
13 April 2008 under geomagnetic quiet conditions. The
observed F10.7 and Kp are averaged in this two days period.
The corresponding values of F10.7, hemispheric power, and
cross-tail potential are 69.0 � 10�22 W/m2Hz, 27.0 GW and
48.2 kV, respectively, which are used as the centered values
for Gaussian distributions to generate initial ensemble
members. In the EnKF framework, the probability distribution
of ensemble members is assumed to be Gaussian. Therefore,
the ensemble mean is used to represent the expected value
of the probability distribution. The covariance localization
function used in this study is given by the Gaspari and Cohn
[1999] function with a half-width of about 10 degrees (about
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1,100 km) in the horizontal and 200 km in the vertical.
The assimilation results are compared with the stand-alone
TIE-GCM without any observations assimilated under the
same conditions and in the same time period.
[17] To assess this newly developed assimilation system,

the root-mean square errors (RMSE) at the profile locations
for each assimilation cycle are estimated between 160 and
450 km. The RMSE percentage of the electron density is
calculated from the difference between the model simulated
and F3/C observed electron density values, divided by the
F3/C value. Figure 1 shows the globally averaged electron
density RMSE percentage variation with the universal time
(UT) from 10:00 UT on 12 April to 09:00 UT on 13 April
2008. The RMSE percentage became large around 15:00,
20:00, and 23:00 UT, but it generally decreased after the
assimilation of F3/C EDPs. The overall decrease was about
5%. This assessment demonstrates that the EnKF assimilation
system can adjust the electron density from the TIE-GCM
toward the F3/C observations.
[18] Figure 2 displays control (ensemble mean value

without assimilation) and posterior (ensemble mean value
after assimilation) F region peak densities (NmF2) from
10:00 UT on 12 April to 09:00 UT on 13 April. The irregular
structures associated with the F3/C EDP locations are the
results of adjustment, especially pronounced in the equato-
rial ionization anomaly (EIA) region and the midlatitude
region in the Southern Hemisphere in the 11:00, 12:00,
14:00, 19:00, and 08:00 UT maps. Slight enhancements of
the NmF2 appear during the evening period over the geo-
magnetic equator in the 19:00, 20:00, 22:00, 03:00, 04:00,
06:00, 08:00, and 09:00 UT maps.
[19] Figure 3 illustrates the control and posterior electron

densities in latitude and height along the �75�E longitude
from 05:00 LT on 12 April to 04:00 LT on 13 April. At most
times, the electron density distribution shows adjustments in
altitude and magnitude near the F3/C EDP locations. This
demonstrates that assimilating F3/C EDP into the TIE-GCM
alters not only the peak density but also the peak height of
the F region, related to the altitudinal information provided
by the F3/C EDP. In addition, the EIA features become more
prominent in the Northern Hemisphere except for the 11:00,
15:00 and 19:00 LT slices. Moreover, the two EIA crest
shifts closer to the geomagnetic equator from the 11:00 LT
slice, and acquires a sharper poleward edge in the Southern

Hemisphere for the 14:00 and 15:00 slices. The electron
density is enhanced above 250 km over the geomagnetic
equator for the 22:00, 23:00 and 01:00 LT slices, as also
seen in Figure 2 for the 03:00, 04:00 and 06:00 UT maps at
certain longitudes.

5. Validation

[20] To further validate the assimilation results with
independent observations, we use ionospheric NmF2 and
hmF2 obtained from ionosondes located at the Jicamarca
(JIC, �12.0�N, �76.8�E) in Peru, at the Donghwa station
(TWN, 22.4�N, 120.5�E) in Taiwan, and at the Gakona
station (GAK, 62.4�N, �145.0�E) in Alaska, corresponding
to the magnetic equatorial region, EIA region, and high-
latitude region, respectively. Figure 4 illustrates hmF2 and
NmF2 comparisons for the control and posterior results at
JIC from 04/12 06:00 LT to 04/13 18:00 LT. A radio
occultation event does not regularly occur within the one
hour assimilation cycle and within the localization window
at any given location, so there are only 26 out of 37 h when
an F3/C EDP is nearby the validation station and affects the
posterior electron density. The RMSE percentage is calcu-
lated from the difference between the model hmF2 and
NmF2 and ionosonde observations, divided by ionosonde
observations for that assimilation cycle. This parameter is
used to determine whether assimilation led to improvement
in electron density specification. The average RMSE per-
centage of the control and posterior are 16.4% and 12.9% for
hmF2, and 29.7% and 26.2% for NmF2 during this period. It
shows that about 43% (16/37) of the time the posterior
model state agrees better with observations for both hmF2
and NmF2 at JIC. Only about 11% of the time (4/37), neither
hmF2 nor NmF2 is improved for this particular period.
Nevertheless, when we consider only times when an F3/C
EDP is nearby the validation station, assimilation of F3/C
EDP leads to a better agreement of hmF2 and NmF2 with
observations for about 81% (21/26) and 54% (14/26) of the
assimilation cycles, respectively.
[21] Figure 5 shows another comparison as in Figure 4 at

TWN from 04/12 18:00 to 04/13 23:00 LT. There are only
18 out of 30 h when an F3/C radio occultation event occurs
nearby the station. The average RMSE percentage for the
control and posterior are 13% and 14% for hmF2, and 43%

Figure 1. Global root-mean square percentage error of the prior/posterior against the F3/C observations
from 160 to 450 km altitude. The black dashed and blue lines indicate the prior and posterior, respectively.
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and 37% for NmF2. The results at TWN are consistent with
the JIC results, and only about 10% of the time (3/30), nei-
ther hmF2 nor NmF2 is improved for this particular period.
Moreover, the assimilation of F3/C EDPs yields better
agreement of hmF2 and NmF2 with observations for about
55% (10/18) and 72% (13/18) of the assimilation cycles,
respectively.
[22] Figure 6 shows the high-latitude comparison at GAK

from 04/12 05:00 to 04/13 13:00 LT. There are only 18 out of
33 h when an F3/C radio occultation event occurs nearby the
station. The results at GAK are qualitatively consistent with
previous results, and only 10% of the time (2/20), neither
hmF2 nor NmF2 is improved for this particular period.
Assimilation of F3/C EDPs yields better agreement of hmF2
and NmF2 with observations for about 82% (9/11) and 72%
(8/11) of the assimilation cycles, respectively. However, the
improvements are relatively small. The average percentage
RMSE for the control and posterior are both about 18% for
hmF2 and NmF2, with only a slightly smaller reduction in
percentage RMSE for the posterior. The validation results
suggest that assimilating the F3/C EDPs can improve the
agreement between the modeled electron densities and

observations not only at the magnetic equator and EIA
region, but also at high latitudes.
[23] In general, the validation results show that the overall

improvement of hmF2 (67% = 58/89) and NmF2 (62% = 54/89)
is attained at most of the assimilation cycles with a low per-
centage of degradation (10% = 9/87). Once again, this con-
firms that our assimilation experiments with F3/C EDP
are working reliably. Note that the improvement of hmF2
(72% = 40/55) is more obvious than that of NmF2 (63% =
35/55) by assimilating F3/C EDPs.

6. Discussion

[24] Assimilation of F3/C EDP into the TIE-GCM
improves the accuracy of modeled global electron density
and decreases the RMSE especially at, but not limited to, the
profile locations. After assimilating F3/C EDPs into the
NCAR TIE-GCM, the global NmF2maps reveal hemispheric
asymmetry of the EIA crests, higher electron densities at
midlatitude, and density enhancement over the magnetic
equator. The TIE-GCM simulations predict that the two EIA
crests have roughly the same peak densities around theMarch

Figure 2. Global NmF2 maps from 2008/04/12 06:00 UT to 2008/04/13 04:00 UT before and after
assimilating the FORMOSAT-3/COSMIC electron density profiles. The upper and lower row of each
panel displays the posterior and control, respectively. The black dots indicate the observation locations.
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equinox. However, the electron density in the Northern
Hemisphere becomes higher than in the Southern Hemi-
sphere when the F3/C observations are assimilated. The
validation result for TWN also shows an increase of NmF2
over the TIE-GCM control run, improving the agreement
with the ionosonde observations. At solstice, asymmetry of
the EIA may result from a trans-equatorial neutral wind
blowing from the summer hemisphere to the winter hemi-
sphere. This causes upward motion of the plasma in the
summer hemisphere and downward motion in the winter
hemisphere [Lei et al., 2007]. Hemispheric asymmetry of
neutral composition can also contribute to EIA asymmetry.
The assimilation results suggest that either the thermospheric
circulation or the composition in the TIE-GCM, or both, need
to be modified to be able to represent the EIA asymmetry
shown by the F3/C assimilation at equinox. The density
enhancement over the magnetic equator is also seen in the
Jicamarca ionosonde measurements (shown in Figure 4),
which further validates the assimilation system. The higher
electron density at midlatitude and the density enhancement
over the magnetic equator after the assimilation of F3/C EDPs

also suggest that additional adjustments to TIE-GCM might
be needed.
[25] Figure 3 shows how the assimilation of F3/C EDPs

shifts the two EIA crests closer to the geomagnetic equator
for the 11:00 LT and also reverses the hemispheric asym-
metry of the EIA. The closer EIA crests suggest that the
magnitude of the E � B fountain effect predicted by the
model could be too strong. On the other hand, some features,
such as the reversal of the hemispheric asymmetry of the
EIA and the disappearance of the density enhancement over
just one assimilation cycle, are likely to be artifacts due to
the fact that E3/C EDP comes and goes for a given location.
This is because an assimilation adjustment is sustained only
over a short period and fairly rapidly relaxes toward clima-
tology with a time scale on the order of one hour, due to the
natural relaxation time of the ionosphere due to ion diffusion
and loss. Jee et al. [2007] replaced electron and O+ densities
as initial conditions of the Thermosphere Ionosphere Nested
Grid model [Wang et al., 1999] and ran with the same
forcing parameters, showing that the e-folding decay time of
the initialization lasts only about 1�4 h around the F2 peak

Figure 3. Latitude/height slices along �75�E from 2008/04/12 05:00 UT (10:00 LT) to 2008/04/13
04:00 UT (23:00 LT) before and after assimilating the FORMOSAT-3/COSMIC electron density profiles.
The upper and lower row of each panel displays the posterior and control, respectively. The black dots
indicate the observation profiles located between �60 and �90�E longitude within 30 min of a given
assimilation time.
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and less than 1 h below the F2 peak. In our experiments, the
posterior electron density also approximately relaxes back
toward the climatology of the TIEGCM over the course of
one assimilation cycle (one hour) and remains unchanged
when no observations are available.
[26] Furthermore, we expect ionospheric drivers such as

thermospheric winds and low-latitude E � B drift to affect
this relaxation time scale. Some studies have shown that
these drivers can be inferred from electron density observa-
tions and made consistent with the electron density distri-
bution. For example, recent studies have developed
algorithms to estimate the neutral wind based on the rela-
tionship between the neutral wind and the electron density
distribution [Luan and Solomon, 2008; Datta-Barua et al.,
2009]. Moreover, Pi et al. [2003] and Scherliess et al.
[2009] demonstrated that by using an assimilation model to
estimate the low-latitude E � B drift or neutral wind one can
improve electron density specification. In our experiments,
the thermospheric winds and compositions are adjusted by

assimilation of electron density profiles, but this did not
result in a significant extension of the relaxation time scale.
It is partly due to the fact the spin-up time of ensemble
members in our experiments is only 10 h and the coupled
thermosphere-ionosphere system has not yet reached a
steady state completely, as suggested by follow-up experi-
ments with a longer spin-up time. In future studies, the
relationship of relaxation time scale to the forcing estimation
and the spin-up time needs to be addressed further.
[27] The validation of the assimilation results with iono-

sonde observations indicates that the RMSE percentage of
NmF2 is reduced more significantly than that of hmF2.
This is partly due to the inadequate vertical resolution of the
TIE-GCM in comparison with the F3/C EDP. The vertical
coordinate in the TIE-GCM is ln(p0/p), where p is pressure
and p0 is a reference pressure. The model vertical resolution
(half scale height) with respect to geometric height is smaller
at lower altitudes (2.5–10.0 km, below 150 km) and larger at
higher altitudes (10.0–25.0 km, above 150 km). Although

Figure 4. Comparison of assimilation analysis results over the Jicamarca station in Peru to ionosonde
observations. The pink dots indicate the raw ionosonde measurements. The dashed black and solid blue
lines are the control and posterior, respectively. The red/black colored boxes stand for improvement/
failure as determined by the RMSE percentages. On the time scale, an hour with an asterisk is used to rep-
resent that F3/C observations were sufficiently close in space and time to station to directly affect the pos-
terior value at the assimilating cycle.
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the posterior ensemble has been adjusted by assimilating the
F3/C EDP with 10 km resolution, the adjustment of hmF2 is
not accurately resolved after converting the height back to
the model pressure level.
[28] It is important to mention that about 35% of the F3/C

observations are rejected by the quality control (QC) and
outlier threshold (OT) criteria we successively impose dur-
ing the assimilation process. For an individual EDP, only
those data at particular heights that do not meet the accep-
tance criteria are rejected, while the remainder of the data for
that EDP is retained. An example shown in Figure 7 illus-
trates the rejection criteria for a poorly assimilated EDP.
Below 200 km altitude, the F3/C EDP goes negative, which
is unphysical and fails to pass the quality control. Only
positive observations are used for assimilation, and so the
negative observations are rejected. In addition, the consis-
tency between the prior state and an observation can be
assessed using the prior ensemble standard deviation and the
observation error, in order to identify outliers. In this study,
the outlier threshold is set to four times the standard devia-
tion of the prior ensemble members plus four times the
observation error. For example, in Figure 7 four ensemble
standard deviations (one-sided length of the black bar) does

Figure 5. Similar to the Figure 4. Comparison of assimilation analysis results over the Donghwa station
in Taiwan to ionosonde observations.

Figure 6. Similar to the Figure 4. Comparison of assimila-
tion analysis results over the Gakona station in Alaska to
ionosonde observations.
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not overlap four times the observation error (one-sided
length of the red bar) between 210 and 350 km, indicating
a large model-observation inconsistency. Therefore, the
observations at these particular altitudes are rejected due to
this outlier threshold criterion. For this profile, only values at
360 km and above are retained for assimilation. Thus, the
result is a posterior distribution closer to the prior than to the
observations.
[29] Figure 8 demonstrates the percentage of rejection due

to either outlier threshold or quality control, and total
rejection is shown as a function of local time and altitude.
The average rejection rate is about 35%, mainly due to
the outlier threshold. The rejection rate due to the quality
control is less than 7%. It increases sharply around midnight
(00:00–01:00 LT), which is mostly caused by the negative
value problem of the F3/C EDP at lower altitudes. This
implies that the F3/C EDP is almost useless at lower alti-
tudes, and suggests that improvement might be achieved by
assimilating the F3/C line-of-sight integrated electron con-
tent (radio occultation total electron content or ROTEC)
instead of Abel-inverted vertical profiles. However, the
TIE-GCM provides no electron density values above its
upper boundary, where parts of the raypaths between the

F3/C and GPS satellites lie. It is therefore not possible to
carry out a complete forward modeling of the ROTEC from
the TIE-GCM output alone. Hence, improved retrieval
methods are desired to increase the utility of profiles in the
data assimilation system in the future. The rejection rate due
to the outlier threshold reveals a clear day/night contrast,
and it is generally higher during the nighttime period than in
the daytime period. Worth noting here is that the observa-
tions are rejected mostly at lower altitudes during the day-
time period but at higher altitudes during the nighttime
period. This suggests that there exists a large inconsistency
between the TIE-GCM and the F3/C observations at these
particular altitudes and local times, for reasons that are not
fully understood. The OT rejection is found to be an impor-
tant part of the data assimilation process, as it improves the
agreement of the posterior EDPs with the independent iono-
sonde data.
[30] In the EnKF algorithm, if ensemble members have

insufficient spread to cover the range of observations, the
model will be given more weight than it should be given,
which results in an inappropriate posterior state estimation.
In this study, the ensemble members are generated simply by
perturbing the F10.7, the hemispheric power, the cross-tail
potential, and the vertical drift velocity. The solar EUV
radiation (parameterized by F10.7) affects the daytime ion-
ization rate and thus strongly affects the electron densities in
the ionosphere. The hemisphere power and the cross-tail
potential are used to control auroral precipitation and the
convection electric field at higher latitudes, which affect the
global thermosphere neutral wind and composition and
electrodynamics and, consequently, the global ionospheric
electron density. The vertical drift velocity influences the
plasma motion and changes the peak height of the F region.
Nevertheless, these ensemble members are still not adequate
to cover the full range of ionospheric conditions observed by
the F/3C. More work is needed to select other physical
parameters in the model to perturb and to test them to reduce
systematic model-observation inconsistencies and thereby
the rejection rate of observations.

7. Conclusion

[31] In this paper, for the first time F3/C electron density
profiles are successfully assimilated into the NCAR TIE-
GCM by using a recently developed ensemble Kalman filter
data assimilation system. The assimilation experiments have
been conducted under geomagnetic quiet conditions. The
reduced RMSE percentage shows that assimilating the F3/C
EDPs brings the NCAR TIE-GCM electron densities closer
to both the assimilated and independent observations.
[32] The validation of the assimilation results has been

carried out by comparing with independent measurements of
NmF2 and hmF2 by the JIC, TWN, and GAK ionosondes in
the magnetic equatorial, EIA, and high-latitude regions. This
comparison demonstrates that the posterior NmF2 and hmF2
obtained by assimilating the F3/C EDP into the TIE-GCM
agree better with observations than those from the default
TIE-GCM simulations. The ionosonde observations confirm
interesting features such as the hemispheric asymmetry of
the EIA, and the equatorial density enhancement, which
appear to be real ionospheric signatures.

Figure 7. Example of conditions giving rise to rejected
observations due to surpassing the outlier threshold (210–
350 km) or failing quality control due to negative densities
(160–200 km). The horizontal black and red lines are used
to indicate�4 times the standard deviation of prior ensemble
members and �4 times the observation error, respectively.
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[33] To reduce the high rejection rate of observations
during nighttime and at lower altitudes that results from the
outlier threshold criterion, better ensemble member genera-
tion and model bias correction strategies are needed to fully
cover the observations, and to improve the consistency
between the TIE-GCM simulations and the F3/C observa-
tions. In addition to perturbing the solar F10.7 index, the
hemispheric power, and the cross-tail potential, other forcing
parameters such as tides, O+ flux at the top boundary of the
model and plasma drift velocity should be considered in
future work.
[34] Furthermore, the use of the EnKF in this study only

estimated the thermosphere and ionosphere states, such as

the electron density, the neutral temperature and winds, and
the atomic and molecular oxygen mixing ratios by assimi-
lating the F3/C observations. We did not attempt to estimate
any forcing parameters such as the solar F10.7 index, the
hemispheric power, the cross-tail potential, and the plasma
drift. The forcing parameters assigned to each ensemble
member are held unchanged over the entire duration of
assimilation experiment. However, it would be desirable to
estimate them, for instance, by including them as part of the
EnKF state vector (Matsuo et al., submitted manuscript,
2012), since the thermosphere-ionosphere system is strongly
controlled by external drivers.

Figure 8. Percentages of rejected observations resulting from the outlier threshold (OT) and quality con-
trol (QC) criteria applied to the observations.
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[1] This paper presents our effort to assimilate FORMOSAT-3/COSMIC (F3/C) GPS
Occultation Experiment (GOX) observations into the National Center for Atmospheric
Research (NCAR) Thermosphere Ionosphere Electrodynamics General Circulation Model
(TIE-GCM) by means of ensemble Kalman filtering (EnKF). The F3/C electron density
profiles (EDPs) uniformly distributed around the globe which provide an excellent
opportunity to monitor the ionospheric electron density structure. The NCAR TIE-GCM
simulates the Earth’s thermosphere and ionosphere by using self-consistent solutions for
the coupled nonlinear equations of hydrodynamics, neutral and ion chemistry, and
electrodynamics. The F3/C EDP are combined with the TIE-GCM simulations by EnKF
algorithms implemented in the NCAR Data Assimilation Research Testbed (DART)
open-source community facility to compute the expected value of electron density,
which is ‘the best’ estimate of the current ionospheric state. Assimilation analyses obtained
with real F3/C electron density profiles are compared with independent ground-based
observations as well as the F3/C profiles themselves. The comparison shows the
improvement of the primary ionospheric parameters, such as NmF2 and hmF2.
Nevertheless, some unrealistic signatures appearing in the results and high rejection rates
of observations due to the applied outlier threshold and quality control are found in
the assimilation experiments. This paper further discusses the limitations of the model
and the impact of ensemble member creation approaches on the assimilation results,
and proposes possible methods to avoid these problems for future work.

Citation: Lee, I. T., T. Matsuo, A. D. Richmond, J. Y. Liu, W. Wang, C. H. Lin, J. L. Anderson, and M. Q. Chen (2012),
Assimilation of FORMOSAT-3/COSMIC electron density profiles into a coupled thermosphere/ionosphere model using ensemble
Kalman filtering, J. Geophys. Res., 117, A10318, doi:10.1029/2012JA017700.

1. Introduction

[2] The ionospheric electron density distribution can
affect human activities and systems, such as navigation and
HF communication systems. To monitor the state of the

ionosphere, so-called ionospheric weather, solely by obser-
vations is difficult due to lack of observations with sufficient
spatial and temporal resolutions. Modeling the ionospheric
weather is complex, since it varies with longitude, latitude,
altitude, local time (LT), season, solar activity, and the
geomagnetic condition. The ionospheric variability results
from changes in internal and external drivers, such as neutral
wind circulation, solar radiation, solar wind and interplane-
tary magnetic field interaction with the magnetosphere, and
from the dynamical and nonlinear response of the thermo-
sphere and ionosphere to these changes. Most empirical and
physics-based theoretical/numerical models can simulate
many climatological features of the ionosphere, but fail to
reproduce the ionospheric weather due to lack of reliable
estimations of the ionospheric drivers [Scherliess et al.,
2006]. In addition, recent studies point out that the iono-
spheric drivers that are crucial to the specification of the
ionospheric weather involve not only solar radiation and
high-latitude electric fields and particle precipitation but also
the thermospheric composition, temperature, and winds
[Datta-Barua et al., 2009; Scherliess et al., 2009].
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[3] A powerful technique to reproduce the ionospheric
weather is data assimilation that combines physics-based
simulations of the ionosphere with observations. Many data
assimilation models of the ionosphere have been developed
in the past decade, based on either empirical or physics-
based models and different types of ionospheric measure-
ments [Howe et al., 1998; Pi et al., 2003; Bust et al., 2004;
Hajj et al., 2004; Scherliess et al., 2004, 2006; Schunk et al.,
2004; Mandrake et al., 2005; Fuller‐Rowell et al., 2006;
Komjathy et al., 2010; Matsuo and Araujo-Pradere, 2011].
They mainly assimilated ground-based observations with
limited global coverage, and were thus not able to represent
the global electron density distribution with high accuracy.
As the global navigation satellite system evolves, total
electron content (TEC) and radio occultation observations
become increasingly available over the entire globe.
[4] This paper presents preliminary results from the first

use of ensemble Kalman filtering (EnKF) to assimilate
FORMOSAT-3/COSMIC (F3/C) electron density profiles
(EDPs) into the National Center for Atmospheric Research
(NCAR) Thermosphere-Ionosphere-Electrodynamics General
Circulation Model (TIE-GCM). The F3/C provides three-
dimensional (3D) ionospheric electron densities over the entire
globe to cover areas without sufficient other observations,
such as in the oceans, deserts, and polar regions. Unlike an
ordinary Kalman filter, the EnKF allows for the use of a fully
nonlinear forecast model without any modification. Further-
more, the forecast model error covariance is represented by the
sample covariance calculated from an ensemble of model
forecasts, and therefore the space- and time-dependent
description of the forecast model error covariance is attained
with a moderate computational cost. In addition, in this
assimilation system, both the state of the thermosphere and
ionosphere can be estimated by using the EnKF. The main
objective of this paper is to demonstrate that an improvement
in global ionospheric electron density specification is
achieved by assimilating the F3/C observations into the
TIE-GCM. The results of the assimilation are validated
with independent ionosonde measurements.

2. Assimilation System

[5] The EnKF assimilation system is constructed with the
NCAR TIE-GCM and the Data Assimilation Research
Testbed (DART) [Anderson et al., 2009]. Detailed descrip-
tions of this EnKF system can be found in T. Matsuo et al.
(Thermospheric mass density specification using an ensem-
ble Kalman filter, submitted to Journal of Geophysical
Research, 2012).
[6] The NCAR TIE-GCM is a 3D, time-dependent,

physics-based model of the earth’s coupled thermosphere
and ionosphere. The TIE-GCM uses a finite differencing
technique to obtain a self-consistent solution for the ther-
mospheric and ionospheric dynamics, the associated dynamo
electric field and currents, and the electrodynamic feedback
on neutral and plasma motions and thermodynamics [Roble
et al., 1988; Richmond et al., 1992]. The TIE-GCM calcu-
lates the global distribution of neutral wind circulation, tem-
perature, electrodynamics, and compositional structure of the
upper atmosphere and ionosphere. The standard horizontal
grid resolution of the model is 5� � 5� in longitude and
latitude. There are 29 pressure surfaces at half-scale-height

intervals extending from 97 km to about 700 km (depending
on the solar activity). At the upper boundary, the vertical O+

flux and electron heat flux are specified, which approximates
the plasma mass and heat exchange between the plasma-
sphere and the ionosphere.
[7] The EnKF is proposed as a Monte-Carlo approxima-

tion of a Kalman filter [Evensen, 1994]. It allows the use of a
fully nonlinear dynamical model such as the TIEGCM as a
forecast model, and uses the sample statistics from an
ensemble of model forecasts to compute the impact of
observations on the state variables [e.g., Evensen, 2009].
The ensemble of model simulations essentially emulates the
evolution of the probability distribution. The posterior refers
to the posterior probability distribution obtained after
assimilation of observations, and the prior means that prob-
ability distribution prior to assimilation. Because the EnKF
is a recursive filter (i.e., a type of filter which re-uses its
output as an input), the state of each posterior ensemble
member is integrated forward by the TIEGCM over the
course of one assimilation cycle to yield the prior ensemble
for the next assimilation time. Specifically, the mean of the
posterior ensemble serves as an assimilation analysis, and is
equivalent to the assimilation analysis obtained according to
the conventional Kalman filter analysis equation [Daley,
1991; Evensen, 2009]. Because the sample covariance is
computed from a smaller ensemble than what is required for
the size of covariance associated with models like the
TIEGCM, it is important to control spurious correlations by
limiting the correlation length with a localization function.
This procedure is called covariance localization [Houtekamer
and Mitchell, 2006], and is usually applied during the
regression step used to transform and localize the innovations
back into the state-space.
[8] The DART is an open-source community software for

ensemble data assimilation developed and maintained by the
Data Assimilation Research Section at NCAR [Anderson
et al., 2009]. By using DART’s carefully engineered ensem-
ble data assimilation algorithms and diagnostic tools, state-
of-the-art data assimilation systems can be implemented for
different geophysical models with great ease. The DART
includes a variety of algorithms for computing the updated
observation ensemble including the perturbed observation
ensemble Kalman filter [Burgers et al., 1998] and the ensem-
ble adjustment Kalman filter [Anderson, 2001].
[9] Matsuo and Araujo-Pradere [2011] presented suc-

cessful observing system simulation experiments for iono-
sonde observations using the same assimilation system used
in this study. They concluded that by self-consistently
treating the coupling of the ionosphere and thermosphere
both in the forecast and update steps of Kalman filtering, the
thermospheric states can indeed be estimated from iono-
spheric observations, in turn improving the overall iono-
spheric specification. Hence, the electron density, the main
dynamical variables of the thermosphere (neutral tempera-
ture and winds), and the major-constituent compositions
(atomic and molecular oxygen mass mixing ratios) are
included as part of the EnKF state vector in this study. (Note
the sum of mixing ratios of major species (O, O2, and N2) is
set to 1 in the TIE-GCM.) To ensure that assimilation anal-
yses of these variables always remain within physically
meaning ranges, the minimum electron density is set equal
to 103/cm3, and the O and O2 mixing ratios are bound
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between zero and one. When assimilation updates end up
outside these bounds, the maximum and/or minimum values
are used instead of the updated values for assimilation
analyses.
[10] The F3/C mission consists of six micro-satellites that

were launched on 15 April 2006 and reached their mission
orbit of 800 km around December 2007. The main payload
on board the F3/C satellites is the GPS Occultation Experi-
ment, which provides global observations of the ionosphere
to reconstruct the 3D electron density structure up to 800 km
altitude. This data set makes it possible to study global
ionospheric features at various altitudes in both hemispheres.
The measurements have been used for operational numerical
weather prediction, climate/reanalysis studies and iono-
spheric physics. The F3/C EDP is retrieved from GPS radio-
occultation (RO) data along the GPS-LEO (low earth orbit)
radio links near the raypath tangent points. Recent studies
show that ionospheric electron densities derived from the
RO sounding around and above the F2 peak are reasonably
accurate, whereas those below the F region should be used
with great caution because of the assumption of spherical
symmetry used in the Abel inversion [Lei et al., 2007; Kelley
et al., 2009; Liu et al., 2010; Yue et al., 2010]. Therefore, the
F3/C EDP observation error applied in this study is assumed
to be the sum of a 10% instrumentation error and the esti-
mated Abel inversion error percentage [Liu et al., 2010; Yue
et al., 2010].
[11] An observational forward operator which maps the

model state variables to the observed parameters is needed.
The TIE-GCM simulates the 3D electron density at grid
location in pressure coordinates, and the F3/C EDP provides
electron density profiles at irregular longitude and latitude
locations. To simplify the forward operator computation and
avoid the complication of missing model values above its
upper boundary, the F3/C EDP is chosen for this new
assimilation system development, instead of the line-of-sight
integrated electron densities. The assimilation window is
1 h, which means that the F3/C EDPs occurring within
30 min of the assimilation time are assimilated. On average,
there are approximately 85 profiles collected globally every
hour, and used in each assimilation step. The F3/C EDP is
retrieved from F3/C radio occultation and published by the
COSMICData Analysis and Archive Center (CDAAC) at the
University Corporation for Atmospheric Research (UCAR).
In this study, all EDPs are sampled between 160 and 450 km
with a 10 km resolution and have quality control criteria
applied to avoid assimilating obviously bad data, such as
negative densities.

3. Ensemble Members Generating Strategy

[12] The thermosphere-ionosphere system is strongly
controlled by external forcing, and therefore ensemble
members are generated by perturbing the input forcing
parameters of the TIE-GCM. In the filtering experiments
presented in this paper, 90 ensemble members are generated
via centered Gaussian distributions of three primary model
input parameters: the solar 10.7 cm radio flux (F10.7, used
as a proxy for solar EUV radiation) and auroral hemispheric
power and cross-tail potential drop that control high-latitude
energy and momentum input to the model. The hemispheric
power and cross-tail potential are assumed to be correlated

with each other, but correlation of F10.7 with the hemi-
spheric power and cross-tail potential is not considered. The
mean values of the Gaussian distributions come from
corresponding observations of the F10.7 and the three-hour
planetary K index (Kp) published on the NOAA National
Geophysical Data Center webpage, where Kp is used to
estimate the hemispheric power and cross-tail potential
[Boyle et al., 1997; Zhang and Paxton, 2008]. The widths of
the distributions are specified by a 14-day standard deviation
of F10.7 and�0.5 unit of Kp. The values are 5� 10�22W/m2Hz
for F10.7, 2 GW for the hemispheric power, and 10 kV for
the cross-tail potential.
[13] Our early numerical tests, however, showed that the

ensemble members generated by perturbing these three
model input parameters, although spanning a great range of
electron number densities, did not yield sufficiently diverse
profile shapes/altitude distributions to fully cover the
observations variability. In order to increase the range of
ionospheric F region peak heights (hmF2) and give suffi-
ciently diverse profile shapes/altitude distributions, the ver-
tical E � B plasma drift is also varied. The vertical drifts
have a Gaussian-like distribution when we perturb the three
forcing parameters. Nevertheless, the spread due to the
parameters alone is not enough to give an adequate diversity
of profile shapes. Therefore, ensemble members are divided
into three groups with default, higher, and lower global
vertical E � B plasma drift multiplying factors, which are
1.0, 1.5, and 0.5, respectively, to either raise or lower hmF2
and diversify the profile shapes.
[14] The forcing parameters assigned to each ensemble

member are held unchanged over the assimilation time step.
The spin-up time for each ensemble member is 10 h. In addi-
tion, the topside ionospheric electron density predicted by the
original TIE-GCM is often higher than that from the nighttime
F3/C observations, and this gross model bias resulted in a poor
performance of filtering. The default nighttime vertical O+ flux
at the top boundary of the TIE-GCM is �2.0 � 108/cm2s at
most locations, with some latitudinal and solar zenith angle
dependence. To improve the performance of filtering it has
been reduced to one-fourth of this default value, and this
change has led to better nighttime results.
[15] Those 90 ensemble members are used to provide the

necessary information on the variability of the thermosphere
and ionosphere, and to calculate the sample covariance
matrix to describe the correction and variance of the model
forecast error.

4. Result and Interpretation

[16] The assimilation experiment is conducted for 12–
13 April 2008 under geomagnetic quiet conditions. The
observed F10.7 and Kp are averaged in this two days period.
The corresponding values of F10.7, hemispheric power, and
cross-tail potential are 69.0 � 10�22 W/m2Hz, 27.0 GW and
48.2 kV, respectively, which are used as the centered values
for Gaussian distributions to generate initial ensemble
members. In the EnKF framework, the probability distribution
of ensemble members is assumed to be Gaussian. Therefore,
the ensemble mean is used to represent the expected value
of the probability distribution. The covariance localization
function used in this study is given by the Gaspari and Cohn
[1999] function with a half-width of about 10 degrees (about
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1,100 km) in the horizontal and 200 km in the vertical.
The assimilation results are compared with the stand-alone
TIE-GCM without any observations assimilated under the
same conditions and in the same time period.
[17] To assess this newly developed assimilation system,

the root-mean square errors (RMSE) at the profile locations
for each assimilation cycle are estimated between 160 and
450 km. The RMSE percentage of the electron density is
calculated from the difference between the model simulated
and F3/C observed electron density values, divided by the
F3/C value. Figure 1 shows the globally averaged electron
density RMSE percentage variation with the universal time
(UT) from 10:00 UT on 12 April to 09:00 UT on 13 April
2008. The RMSE percentage became large around 15:00,
20:00, and 23:00 UT, but it generally decreased after the
assimilation of F3/C EDPs. The overall decrease was about
5%. This assessment demonstrates that the EnKF assimilation
system can adjust the electron density from the TIE-GCM
toward the F3/C observations.
[18] Figure 2 displays control (ensemble mean value

without assimilation) and posterior (ensemble mean value
after assimilation) F region peak densities (NmF2) from
10:00 UT on 12 April to 09:00 UT on 13 April. The irregular
structures associated with the F3/C EDP locations are the
results of adjustment, especially pronounced in the equato-
rial ionization anomaly (EIA) region and the midlatitude
region in the Southern Hemisphere in the 11:00, 12:00,
14:00, 19:00, and 08:00 UT maps. Slight enhancements of
the NmF2 appear during the evening period over the geo-
magnetic equator in the 19:00, 20:00, 22:00, 03:00, 04:00,
06:00, 08:00, and 09:00 UT maps.
[19] Figure 3 illustrates the control and posterior electron

densities in latitude and height along the �75�E longitude
from 05:00 LT on 12 April to 04:00 LT on 13 April. At most
times, the electron density distribution shows adjustments in
altitude and magnitude near the F3/C EDP locations. This
demonstrates that assimilating F3/C EDP into the TIE-GCM
alters not only the peak density but also the peak height of
the F region, related to the altitudinal information provided
by the F3/C EDP. In addition, the EIA features become more
prominent in the Northern Hemisphere except for the 11:00,
15:00 and 19:00 LT slices. Moreover, the two EIA crest
shifts closer to the geomagnetic equator from the 11:00 LT
slice, and acquires a sharper poleward edge in the Southern

Hemisphere for the 14:00 and 15:00 slices. The electron
density is enhanced above 250 km over the geomagnetic
equator for the 22:00, 23:00 and 01:00 LT slices, as also
seen in Figure 2 for the 03:00, 04:00 and 06:00 UT maps at
certain longitudes.

5. Validation

[20] To further validate the assimilation results with
independent observations, we use ionospheric NmF2 and
hmF2 obtained from ionosondes located at the Jicamarca
(JIC, �12.0�N, �76.8�E) in Peru, at the Donghwa station
(TWN, 22.4�N, 120.5�E) in Taiwan, and at the Gakona
station (GAK, 62.4�N, �145.0�E) in Alaska, corresponding
to the magnetic equatorial region, EIA region, and high-
latitude region, respectively. Figure 4 illustrates hmF2 and
NmF2 comparisons for the control and posterior results at
JIC from 04/12 06:00 LT to 04/13 18:00 LT. A radio
occultation event does not regularly occur within the one
hour assimilation cycle and within the localization window
at any given location, so there are only 26 out of 37 h when
an F3/C EDP is nearby the validation station and affects the
posterior electron density. The RMSE percentage is calcu-
lated from the difference between the model hmF2 and
NmF2 and ionosonde observations, divided by ionosonde
observations for that assimilation cycle. This parameter is
used to determine whether assimilation led to improvement
in electron density specification. The average RMSE per-
centage of the control and posterior are 16.4% and 12.9% for
hmF2, and 29.7% and 26.2% for NmF2 during this period. It
shows that about 43% (16/37) of the time the posterior
model state agrees better with observations for both hmF2
and NmF2 at JIC. Only about 11% of the time (4/37), neither
hmF2 nor NmF2 is improved for this particular period.
Nevertheless, when we consider only times when an F3/C
EDP is nearby the validation station, assimilation of F3/C
EDP leads to a better agreement of hmF2 and NmF2 with
observations for about 81% (21/26) and 54% (14/26) of the
assimilation cycles, respectively.
[21] Figure 5 shows another comparison as in Figure 4 at

TWN from 04/12 18:00 to 04/13 23:00 LT. There are only
18 out of 30 h when an F3/C radio occultation event occurs
nearby the station. The average RMSE percentage for the
control and posterior are 13% and 14% for hmF2, and 43%

Figure 1. Global root-mean square percentage error of the prior/posterior against the F3/C observations
from 160 to 450 km altitude. The black dashed and blue lines indicate the prior and posterior, respectively.
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and 37% for NmF2. The results at TWN are consistent with
the JIC results, and only about 10% of the time (3/30), nei-
ther hmF2 nor NmF2 is improved for this particular period.
Moreover, the assimilation of F3/C EDPs yields better
agreement of hmF2 and NmF2 with observations for about
55% (10/18) and 72% (13/18) of the assimilation cycles,
respectively.
[22] Figure 6 shows the high-latitude comparison at GAK

from 04/12 05:00 to 04/13 13:00 LT. There are only 18 out of
33 h when an F3/C radio occultation event occurs nearby the
station. The results at GAK are qualitatively consistent with
previous results, and only 10% of the time (2/20), neither
hmF2 nor NmF2 is improved for this particular period.
Assimilation of F3/C EDPs yields better agreement of hmF2
and NmF2 with observations for about 82% (9/11) and 72%
(8/11) of the assimilation cycles, respectively. However, the
improvements are relatively small. The average percentage
RMSE for the control and posterior are both about 18% for
hmF2 and NmF2, with only a slightly smaller reduction in
percentage RMSE for the posterior. The validation results
suggest that assimilating the F3/C EDPs can improve the
agreement between the modeled electron densities and

observations not only at the magnetic equator and EIA
region, but also at high latitudes.
[23] In general, the validation results show that the overall

improvement of hmF2 (67% = 58/89) and NmF2 (62% = 54/89)
is attained at most of the assimilation cycles with a low per-
centage of degradation (10% = 9/87). Once again, this con-
firms that our assimilation experiments with F3/C EDP
are working reliably. Note that the improvement of hmF2
(72% = 40/55) is more obvious than that of NmF2 (63% =
35/55) by assimilating F3/C EDPs.

6. Discussion

[24] Assimilation of F3/C EDP into the TIE-GCM
improves the accuracy of modeled global electron density
and decreases the RMSE especially at, but not limited to, the
profile locations. After assimilating F3/C EDPs into the
NCAR TIE-GCM, the global NmF2maps reveal hemispheric
asymmetry of the EIA crests, higher electron densities at
midlatitude, and density enhancement over the magnetic
equator. The TIE-GCM simulations predict that the two EIA
crests have roughly the same peak densities around theMarch

Figure 2. Global NmF2 maps from 2008/04/12 06:00 UT to 2008/04/13 04:00 UT before and after
assimilating the FORMOSAT-3/COSMIC electron density profiles. The upper and lower row of each
panel displays the posterior and control, respectively. The black dots indicate the observation locations.
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equinox. However, the electron density in the Northern
Hemisphere becomes higher than in the Southern Hemi-
sphere when the F3/C observations are assimilated. The
validation result for TWN also shows an increase of NmF2
over the TIE-GCM control run, improving the agreement
with the ionosonde observations. At solstice, asymmetry of
the EIA may result from a trans-equatorial neutral wind
blowing from the summer hemisphere to the winter hemi-
sphere. This causes upward motion of the plasma in the
summer hemisphere and downward motion in the winter
hemisphere [Lei et al., 2007]. Hemispheric asymmetry of
neutral composition can also contribute to EIA asymmetry.
The assimilation results suggest that either the thermospheric
circulation or the composition in the TIE-GCM, or both, need
to be modified to be able to represent the EIA asymmetry
shown by the F3/C assimilation at equinox. The density
enhancement over the magnetic equator is also seen in the
Jicamarca ionosonde measurements (shown in Figure 4),
which further validates the assimilation system. The higher
electron density at midlatitude and the density enhancement
over the magnetic equator after the assimilation of F3/C EDPs

also suggest that additional adjustments to TIE-GCM might
be needed.
[25] Figure 3 shows how the assimilation of F3/C EDPs

shifts the two EIA crests closer to the geomagnetic equator
for the 11:00 LT and also reverses the hemispheric asym-
metry of the EIA. The closer EIA crests suggest that the
magnitude of the E � B fountain effect predicted by the
model could be too strong. On the other hand, some features,
such as the reversal of the hemispheric asymmetry of the
EIA and the disappearance of the density enhancement over
just one assimilation cycle, are likely to be artifacts due to
the fact that E3/C EDP comes and goes for a given location.
This is because an assimilation adjustment is sustained only
over a short period and fairly rapidly relaxes toward clima-
tology with a time scale on the order of one hour, due to the
natural relaxation time of the ionosphere due to ion diffusion
and loss. Jee et al. [2007] replaced electron and O+ densities
as initial conditions of the Thermosphere Ionosphere Nested
Grid model [Wang et al., 1999] and ran with the same
forcing parameters, showing that the e-folding decay time of
the initialization lasts only about 1�4 h around the F2 peak

Figure 3. Latitude/height slices along �75�E from 2008/04/12 05:00 UT (10:00 LT) to 2008/04/13
04:00 UT (23:00 LT) before and after assimilating the FORMOSAT-3/COSMIC electron density profiles.
The upper and lower row of each panel displays the posterior and control, respectively. The black dots
indicate the observation profiles located between �60 and �90�E longitude within 30 min of a given
assimilation time.
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and less than 1 h below the F2 peak. In our experiments, the
posterior electron density also approximately relaxes back
toward the climatology of the TIEGCM over the course of
one assimilation cycle (one hour) and remains unchanged
when no observations are available.
[26] Furthermore, we expect ionospheric drivers such as

thermospheric winds and low-latitude E � B drift to affect
this relaxation time scale. Some studies have shown that
these drivers can be inferred from electron density observa-
tions and made consistent with the electron density distri-
bution. For example, recent studies have developed
algorithms to estimate the neutral wind based on the rela-
tionship between the neutral wind and the electron density
distribution [Luan and Solomon, 2008; Datta-Barua et al.,
2009]. Moreover, Pi et al. [2003] and Scherliess et al.
[2009] demonstrated that by using an assimilation model to
estimate the low-latitude E � B drift or neutral wind one can
improve electron density specification. In our experiments,
the thermospheric winds and compositions are adjusted by

assimilation of electron density profiles, but this did not
result in a significant extension of the relaxation time scale.
It is partly due to the fact the spin-up time of ensemble
members in our experiments is only 10 h and the coupled
thermosphere-ionosphere system has not yet reached a
steady state completely, as suggested by follow-up experi-
ments with a longer spin-up time. In future studies, the
relationship of relaxation time scale to the forcing estimation
and the spin-up time needs to be addressed further.
[27] The validation of the assimilation results with iono-

sonde observations indicates that the RMSE percentage of
NmF2 is reduced more significantly than that of hmF2.
This is partly due to the inadequate vertical resolution of the
TIE-GCM in comparison with the F3/C EDP. The vertical
coordinate in the TIE-GCM is ln(p0/p), where p is pressure
and p0 is a reference pressure. The model vertical resolution
(half scale height) with respect to geometric height is smaller
at lower altitudes (2.5–10.0 km, below 150 km) and larger at
higher altitudes (10.0–25.0 km, above 150 km). Although

Figure 4. Comparison of assimilation analysis results over the Jicamarca station in Peru to ionosonde
observations. The pink dots indicate the raw ionosonde measurements. The dashed black and solid blue
lines are the control and posterior, respectively. The red/black colored boxes stand for improvement/
failure as determined by the RMSE percentages. On the time scale, an hour with an asterisk is used to rep-
resent that F3/C observations were sufficiently close in space and time to station to directly affect the pos-
terior value at the assimilating cycle.
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the posterior ensemble has been adjusted by assimilating the
F3/C EDP with 10 km resolution, the adjustment of hmF2 is
not accurately resolved after converting the height back to
the model pressure level.
[28] It is important to mention that about 35% of the F3/C

observations are rejected by the quality control (QC) and
outlier threshold (OT) criteria we successively impose dur-
ing the assimilation process. For an individual EDP, only
those data at particular heights that do not meet the accep-
tance criteria are rejected, while the remainder of the data for
that EDP is retained. An example shown in Figure 7 illus-
trates the rejection criteria for a poorly assimilated EDP.
Below 200 km altitude, the F3/C EDP goes negative, which
is unphysical and fails to pass the quality control. Only
positive observations are used for assimilation, and so the
negative observations are rejected. In addition, the consis-
tency between the prior state and an observation can be
assessed using the prior ensemble standard deviation and the
observation error, in order to identify outliers. In this study,
the outlier threshold is set to four times the standard devia-
tion of the prior ensemble members plus four times the
observation error. For example, in Figure 7 four ensemble
standard deviations (one-sided length of the black bar) does

Figure 5. Similar to the Figure 4. Comparison of assimilation analysis results over the Donghwa station
in Taiwan to ionosonde observations.

Figure 6. Similar to the Figure 4. Comparison of assimila-
tion analysis results over the Gakona station in Alaska to
ionosonde observations.
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not overlap four times the observation error (one-sided
length of the red bar) between 210 and 350 km, indicating
a large model-observation inconsistency. Therefore, the
observations at these particular altitudes are rejected due to
this outlier threshold criterion. For this profile, only values at
360 km and above are retained for assimilation. Thus, the
result is a posterior distribution closer to the prior than to the
observations.
[29] Figure 8 demonstrates the percentage of rejection due

to either outlier threshold or quality control, and total
rejection is shown as a function of local time and altitude.
The average rejection rate is about 35%, mainly due to
the outlier threshold. The rejection rate due to the quality
control is less than 7%. It increases sharply around midnight
(00:00–01:00 LT), which is mostly caused by the negative
value problem of the F3/C EDP at lower altitudes. This
implies that the F3/C EDP is almost useless at lower alti-
tudes, and suggests that improvement might be achieved by
assimilating the F3/C line-of-sight integrated electron con-
tent (radio occultation total electron content or ROTEC)
instead of Abel-inverted vertical profiles. However, the
TIE-GCM provides no electron density values above its
upper boundary, where parts of the raypaths between the

F3/C and GPS satellites lie. It is therefore not possible to
carry out a complete forward modeling of the ROTEC from
the TIE-GCM output alone. Hence, improved retrieval
methods are desired to increase the utility of profiles in the
data assimilation system in the future. The rejection rate due
to the outlier threshold reveals a clear day/night contrast,
and it is generally higher during the nighttime period than in
the daytime period. Worth noting here is that the observa-
tions are rejected mostly at lower altitudes during the day-
time period but at higher altitudes during the nighttime
period. This suggests that there exists a large inconsistency
between the TIE-GCM and the F3/C observations at these
particular altitudes and local times, for reasons that are not
fully understood. The OT rejection is found to be an impor-
tant part of the data assimilation process, as it improves the
agreement of the posterior EDPs with the independent iono-
sonde data.
[30] In the EnKF algorithm, if ensemble members have

insufficient spread to cover the range of observations, the
model will be given more weight than it should be given,
which results in an inappropriate posterior state estimation.
In this study, the ensemble members are generated simply by
perturbing the F10.7, the hemispheric power, the cross-tail
potential, and the vertical drift velocity. The solar EUV
radiation (parameterized by F10.7) affects the daytime ion-
ization rate and thus strongly affects the electron densities in
the ionosphere. The hemisphere power and the cross-tail
potential are used to control auroral precipitation and the
convection electric field at higher latitudes, which affect the
global thermosphere neutral wind and composition and
electrodynamics and, consequently, the global ionospheric
electron density. The vertical drift velocity influences the
plasma motion and changes the peak height of the F region.
Nevertheless, these ensemble members are still not adequate
to cover the full range of ionospheric conditions observed by
the F/3C. More work is needed to select other physical
parameters in the model to perturb and to test them to reduce
systematic model-observation inconsistencies and thereby
the rejection rate of observations.

7. Conclusion

[31] In this paper, for the first time F3/C electron density
profiles are successfully assimilated into the NCAR TIE-
GCM by using a recently developed ensemble Kalman filter
data assimilation system. The assimilation experiments have
been conducted under geomagnetic quiet conditions. The
reduced RMSE percentage shows that assimilating the F3/C
EDPs brings the NCAR TIE-GCM electron densities closer
to both the assimilated and independent observations.
[32] The validation of the assimilation results has been

carried out by comparing with independent measurements of
NmF2 and hmF2 by the JIC, TWN, and GAK ionosondes in
the magnetic equatorial, EIA, and high-latitude regions. This
comparison demonstrates that the posterior NmF2 and hmF2
obtained by assimilating the F3/C EDP into the TIE-GCM
agree better with observations than those from the default
TIE-GCM simulations. The ionosonde observations confirm
interesting features such as the hemispheric asymmetry of
the EIA, and the equatorial density enhancement, which
appear to be real ionospheric signatures.

Figure 7. Example of conditions giving rise to rejected
observations due to surpassing the outlier threshold (210–
350 km) or failing quality control due to negative densities
(160–200 km). The horizontal black and red lines are used
to indicate�4 times the standard deviation of prior ensemble
members and �4 times the observation error, respectively.
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[33] To reduce the high rejection rate of observations
during nighttime and at lower altitudes that results from the
outlier threshold criterion, better ensemble member genera-
tion and model bias correction strategies are needed to fully
cover the observations, and to improve the consistency
between the TIE-GCM simulations and the F3/C observa-
tions. In addition to perturbing the solar F10.7 index, the
hemispheric power, and the cross-tail potential, other forcing
parameters such as tides, O+ flux at the top boundary of the
model and plasma drift velocity should be considered in
future work.
[34] Furthermore, the use of the EnKF in this study only

estimated the thermosphere and ionosphere states, such as

the electron density, the neutral temperature and winds, and
the atomic and molecular oxygen mixing ratios by assimi-
lating the F3/C observations. We did not attempt to estimate
any forcing parameters such as the solar F10.7 index, the
hemispheric power, the cross-tail potential, and the plasma
drift. The forcing parameters assigned to each ensemble
member are held unchanged over the entire duration of
assimilation experiment. However, it would be desirable to
estimate them, for instance, by including them as part of the
EnKF state vector (Matsuo et al., submitted manuscript,
2012), since the thermosphere-ionosphere system is strongly
controlled by external drivers.

Figure 8. Percentages of rejected observations resulting from the outlier threshold (OT) and quality con-
trol (QC) criteria applied to the observations.
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We report simultaneous observations of intense fluxes of quasi-trapped energetic electrons and

substantial enhancements of ionospheric electron concentration (EC) at low and middle latitudes over

the Pacific region during the geomagnetic storm on 15 December 2006. Electrons with energy of tens of

keV were measured at altitude of �800–900 km by POES and DMSP satellites. Experimental data from

COSMIC/FS3 satellites and global network of ground-based GPS receivers were used to determine

height profiles of EC and vertical total EC, respectively. A good spatial and temporal correlation between

the electron fluxes and EC enhancements was found. This fact allows us to suggest that the quasi-

trapped energetic electrons can be an important source of ionospheric ionization at middle latitudes

during magnetic storms.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Storm-time dynamics of total electron content (TEC), the
integral with height of the ionospheric electron density profile,
was studied comprehensively from auroral to equatorial latitudes
for many decades (e.g. Mendillo, 2006). Nowadays, numerous
studies concern with an unresolved problem of TEC enhance-
ments, so-called positive ionospheric storms (e.g. Balan et al.,
2010; Mendillo et al., 2010; Wei et al., 2011). Complex mechan-
ism of thermosphere–ionosphere system response to a geomag-
netic storm involves a number of different agents such as
disturbance electric fields, changes in neutral winds system and
neutral chemical composition, gravity waves and diffusion. How-
ever, it is very difficult to pick out the agents forming the positive
ionospheric storms.

Because of its high conductivity, the ionosphere responds
quickly to variations of electric field due to such effects as
magnetospheric convection, ionospheric dynamo-disturbance
and various kinds of wave disturbances (e.g. Biktash, 2004).
Balan et al. (2011) discuss an importance of thermospheric storms
developing simultaneously with ionospheric ones. Relative role of
prompt penetrating (under-shielded) electric field (PPEF) and
equatorward neutral winds as two sources of positive ionospheric
ll rights reserved.

Remote Sensing Research,

86 3 4227151 57651.
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storms at low and middle latitudes is intensively discussed in
literature (Lei et al., 2008; Pedatella et al., 2009; Balan et al., 2010;
Mendillo et al., 2010). Possible errors in the models are attributed
to under-representation of conditions at lower altitudes, varia-
bility of the neutral wind and/or coupling with auroral sources.

Recent studies and models of the ionospheric disturbances
observed during a strong geomagnetic storm on 14–15 December
2006 have revealed that the PPEF and equatorward neutral winds
alone can not explain a long-lasting intense positive ionospheric
storm occurred over the Pacific sector during maximum and
recovery phase of the magnetic storm (Lei et al., 2008; Pedatella
et al., 2009). Lei et al. (2008) showed that the CMIT model
simulations were able to capture the positive storm effect at
equatorial ionization anomaly (EIA) crest regions during 00–
03 UT on December 15. On the other hand, the authors pointed
out that the model was unable to reproduce the positive effects
observed for several hours after 03 UT. In addition, the CMIT
simulation predicted a depletion of plasma densities over the
low-latitude region at 00–03 UT on 15 December that is incon-
sistent with the observations. Pedatella et al. (2009) reported that
during this time the height of F-layer peak increased by greater
than 100 km. It was assumed that the TEC increases, observed in
the topside ionosphere/plasmasphere at middle to high latitudes,
might be explained by the effects of particle precipitation. How-
ever, experimental evidence of this assumption was not reported.

Here we analyze fluxes of energetic electrons observed by
low-altitude (heights �800 to 900 km) satellites of POES and
DMSP fleets during magnetic storm on 15 December 2006. We

www.elsevier.com/locate/pss
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demonstrate a good correlation of the mid-latitude ionospheric
ionization enhancements observed over the Pacific region with
the intense fluxes of quasi-trapped energetic electrons.
2. Positive ionospheric storm

A geomagnetic storm started at about 14 UT on 14 December
2006, when a CME-driven interplanetary shock (IS) affected the
Earth’s magnetosphere. The storm initial phase was lasting until
�2330 UT. After that the CME-related main phase of severe
geomagnetic storm began. The storm maximum with Dst��150 nT
and Kp�8þ was observed after midnight of 15 December. The
recovery phase started at �08 UT on 15 December. The storm main
and recovery phases were accompanied by a long-lasting (from 00
to 14 UT) and widely expanded (from 12 to 24 LT) strong positive
ionospheric storm with the ionization enhanced up to 50 TECU
(1TECU¼1012 electrons/cm2) over the Pacific and American regions
(from 1201 to 3001 longitude) (Lei et al., 2008; Pedatella et al., 2009).

One of the very important factors in the study of storm-time
disturbances is a consistent choice of quiet-time period. Previous
studies of this event used moderately disturbed day on December
13 as a day of ‘‘quiet conditions’’. We use a day on December 3 when
the solar and geomagnetic activity was very quiet. This choice
allows revealing prominent positive ionospheric storms on the
initial, main and recovery phases of the geomagnetic storm. Fig. 1
Fig. 1. Global ionospheric maps of residual vertical total electron content (dVTEC) betw

06 UT. Geomagnetic equator is indicated by black curve. Local noon is depicted by v

red spots.
demonstrates the development of strong enhancement of vertical
TEC (VTEC) at 00–06 UT on 15 December. Global ionospheric maps
(GIM) of VTEC are provided every 2 h by a world-wide network of
ground-based GPS receivers. The residual VTEC (dVTEC) was calcu-
lated as a difference between the disturbed and quiet days.

The positive storms in VTEC tend to occur in the postnoon and
dusk sectors above Pacific and American region. We can distin-
guish two branches of the VTEC enhancements at low (�101 to
201 deg) and middle (�301 to 401) latitudes. The low-latitude
positive storm is oriented strictly along the geomagnetic equator
at geomagnetic latitudes of �151. This storm is mostly pro-
nounced and can be explained in the frame of a continuous
complex effect of daytime eastward PPEF and equatorward
neutral wind (Balan et al., 2010). The positive storm at middle
latitudes persists within first 6 h and then diminishes fast after
�06 UT. It seems that the maximum of mid-latitude storm is
slightly moving pole-ward from �301 to 401 of geomagnetic
latitude. There is no clear explanation of this positive storm.

Vertical profiles of electron concentration (EC) were measured
in COSMIC/FS3 space-borne experiment. The EC is expressed as a
number of electrons per cubic centimeter (cc). Six satellites of the
COSMIC/FS3 mission produce a sounding of the ionosphere on the
base of radio occultation (RO) technique, which makes use of
radio signals transmitted by the GPS satellites (Hajj et al., 2000).
Usually over 2500 soundings per day provide EC height profiles
over ocean and land. A 3-D EC distribution is deduced through
een the quiet day on December 3 and disturbed day on 15 December 2006 at 00–

ertical white dashed line. Strong positive ionospheric storms are visible as large
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relaxation using red-black smoothing on numerous EC height
profiles. This 3-D EC image is used as an initial guess to start the
iterative Multiplicative Algebraic Reconstruction Technique
(MART) algorithm, and 3-D tomography of the EC is then
produced around the whole globe with a time step of 2 h and
spatial grid of 51 in longitude, 11 in latitude and 5 km in height
(Tsai et al., 2006).

Fig. 2a represents a geographic map of residual total electron
content (TEC) at 04–06 UT on 15 December 2006. The TEC is
calculated as a height integral of EC provided by the COSMIC/FS3
3-D ionospheric tomography in the range of altitudes below
Fig. 2. COSMIC/FS3 3-D tomography of electron concentration (EC) at 04–06 UT on

obtained by subtraction of the quiet-day TEC on December 3; (b) meridional cut of EC in

black curve. Local noon is depicted by the vertical black dashed line.
830 km. Similarly to the GIM dVTEC, the residual TEC is derived
by subtraction of the storm-time TEC on 15 December 2006 from
the quiet-day TEC on 3 December and expressed in TECU.
Comparing Figs. 1 and 2a, one can see a good agreement between
the spatial distribution of GIM dVTEC and residual TEC obtained
at 04 to 06 UT on 15 December 2006. Note that the magnitudes of
residual TEC are slightly smaller than those of GIM dVTEC,
probably because the TEC calculation is limited by the height of
830 km.

Fig. 2b shows a meridional cut of EC obtained from COSMIC/
FS3 3-D ionospheric tomography at 04 to 06 UT on 15 December
15 December 2006: (a) geographic map of residual total electron content (TEC)

the range of longitudes from 1301 to 1351. Geomagnetic equator is indicated by the
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in longitudinal range of 1301 to 1351, which is covered well by the
measurements. One can see a prominent low-latitude (�201 to
201) enhancement of EC peaked at 250–300 km. The EC also
increases at middle latitudes of �301–401 in both southern and
northern hemispheres. In the southern hemisphere, the max-
imum of mid-latitude enhancement is located at height of
�400 km.

It is important to point out that the EC enhancements expand
significantly to higher altitudes (up to 600 km and above). Note
that similar pattern is revealed at other longitudes above the
Pacific region during whole of the main phase and maximum of
the geomagnetic storm from 00 to 06 UT. Elevation of the EC to
higher altitudes in the equatorial region proves the presence of
strong dawn-dusk electric field operating together with the
equatorward neutral winds from the higher latitudes (Balan
Fig. 3. Geographic distribution of 430 keV electron fluxes detected by a fleet of 5 POES

2006 and (b) during magnetic storm at 00–12 UT on 15 December 2006. Geomagnetic
et al., 2010). At middle latitudes, the presence of elevated and
widely expanded EC enhancement might indicate to the opera-
tion of a magnetospheric mechanism of charged particle con-
tribution to redundant ionization of the mid-latitude ionosphere.
3. Quasi-trapped electrons

Fig. 3 demonstrates geographic distribution of 430 keV electron
fluxes observed during magnetically quiet interval and during
magnetic storm on 14–15 December 2006. The electrons are
measured at altitude of 800 km by a fleet of 5 POES satellites
(Huston and Pfitzer, 1998; Evans and Greer, 2004). During magnetic
quiet (Fig. 3a), the vast majority of electron population at low
altitudes is trapped in the inner radiation belt (IRB). Because of tilted
satellites at �800 km altitude: (a) during magnetic quiet period on 2–4 December,

equator is indicated by the black curve.



0 1 5 7 10 11 12 13 14 15 16 17 18
1E+2

1E+3

1E+4

1E+5

1E+6

1E+7

E
le

ct
ro

n 
Fl

ux
, (

cm
2  

s 
sr

-1
)

0

20

40

60

80

100
dV

TE
C

, T
E

C
U

0
5

10
15

E
y,

 m
V

/m

6

9

K
p

-200
-150
-100

-50
0

D
st

, n
T

1000

A
E

, n
T2000

2 3 4 6
Time, UT
8 9

Fig. 4. Variation of the interplanetary electric field Ey, geomagnetic indices, fluxes of 430 keV magnetospheric electrons and ionospheric residual VTEC (dVTEC) during

magnetic storm from 00 to 18 UT on 15 December (from top to bottom): Kp-index (gray) and Ey (black); Dst (black) and AE (gray) indices; electron fluxes at �1201

longitude (red), at �1801 (violet), maximum values of dVTEC at middle (black) and low (gray) latitudes (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this article.).

A.V. Suvorova et al. / Planetary and Space Science 60 (2012) 363–369 367
and shifted geomagnetic dipole, the lower edge of IRB sinks to the
ionospheric altitudes in the region of South Atlantic Anomaly (SAA)
located in the range of longitudes from �1201 to 01 and latitudes
from �501 to 101. The fluxes of energetic electrons in the quiet-time
SAA are moderate (o105 cm�2 s�1 sr�1).

During magnetic storms, the electrons precipitate intensively
in a wide longitudinal range from the outer and inner radiation
belts to high and to middle latitudes, respectively. As one can see
in Fig. 3b, the storm-time fluxes of 430 keV electrons at low and
middle latitudes enhance by more than 5 orders of magnitude and
exceed 106 particles per cm2 s sr that might be interpreted as
‘‘equatorial aurora’’. We have to point out that very intense
electron fluxes are observed in the forbidden range of drift shells
above the Pacific region. Particles, which penetrate in this region
are quasi-trapped, because they cannot close the circle of azi-
muthal drift path around the Earth, but they are inevitably lost in
the SAA region. These quasi-trapped particles can produce an
additional ionization of the ionosphere, especially at high alti-
tudes where the recombination rate is very low because of very
rarefied atmosphere.

Fig. 4 demonstrates temporal dynamics of the quasi-trapped
electron fluxes and the strength of ionospheric storms together
with variations of geomagnetic indices and interplanetary electric
field. We compare maxima of electron fluxes (Fig. 3b) with
maxima of dVTEC (Fig. 1). One can clearly see that the intense
particle fluxes and positive ionospheric storms appear during
maximum of the geomagnetic storm, which is accompanied by
very large interplanetary electric field Ey of �5–10 mV/m and
strong auroral activity with AE varying from 1000–2000 nT. The
electron fluxes are more intense at longitudes of �1801 than
those at longitudes of �1201. The intense fluxes of quasi-trapped
electrons coexist and correlate with the positive ionospheric
storm observed at middle latitudes. The low-latitude storm has
much longer duration and its maximum occurs later.
4. Discussion and summary

We have demonstrated that the storm-time ionospheric dis-
turbances on 15 December 2006 exhibit two positive storms
occurred at low and middle latitudes. The low-latitude positive
storm in the IEA crest regions can result from continuous effects
of long-lasting daytime eastward PPEF and equatorward neutral
wind (Balan et al., 2010). Pedatella et al. (2009) mentioned a
positive ionospheric storm observed during that time in the
southern hemisphere at geographic latitudes near 501S above
Pacific. This storm was explained by effects of soft particle
precipitation associated with an equatorward movement of the
poleward boundary of the trough region. However, the origin of
positive ionospheric storm at latitudes of �301 to 401 is still
unclear.

Here we consider the fluxes of quasi-trapped electrons at low
latitudes as a possible source of the mid-latitude ionospheric
storm. Using POES data on electron fluxes in energy ranges
430 keV, 4100 keV and 4300 keV, we find that the integral
fluxes of electrons with pitch angles about 901 have very steep
spectrum, which can be fitted by a power low F(4E,
keV)¼4.7�1013 E�4.8 (cm2 s sr)�1. Note that POES also measures
fluxes of electrons in the loss cone (pitch angles about 01). Those
fluxes are several-orders weaker than quasi-trapped ones.

From the spectrum, we calculate the electron integral energy
flux of JE�1.8�1012 eV/(cm2 s). Using DMSP data on soft elec-
trons in energy range below 30 keV, we find local enhancements
of 41keV electrons with integral energy fluxes up to JE�1012 eV/
(cm2 s). Hence, the total integral energy flux of electrons can be
estimated to be �2.8�1012 eV/(cm2 s) that is equivalent to
4.5�10�3 W m�2. Note that this energy flux is comparable to
that produced by X-class strong solar flares, which ionospheric
impact can achieve �20 TECU (e.g. Tsurutani et al., 2005). In the
ionosphere, enriched by oxygen with first ionization potential of
13.6 eV, this integral energy flux produces 2.1�1011 ion-electron
pairs per cm2 s. In the topside ionosphere, the recombination rate
of electrons decreases fast with atmospheric density and can be
estimated to be �10�2 s�1. Hence, the total electron content
produced by the quasi-trapped electrons can be estimated to be
�2.1�1013 cm�2, i.e. �20 TECU.

Further, we have to estimate the spatial region where the
electrons lose their energy in ionization of the atmospheric atoms.
A precipitating electron with energy of �30 keV and zero pitch
angle is able to reach altitudes of �90 km (e.g. Dmitriev et al.,
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2010). However, from POES observations we find that a vast
majority of the electrons is quasi-trapped and has pitch angles
close to 901. Such electrons are bouncing along the magnetic field
lines about top points (of the field line). This bouncing motion is
very fast and has a period of a portion of second.

Because of asymmetrical orientation of the geomagnetic
dipole, the height of top points varies with longitude. Fig. 5 shows
longitudinal variation of the height of drift shells (L-shells)
calculated for the geomagnetic equator using IGRF model of
epoch 2005. Participating in a gradient drift, energetic electrons
move eastward along the drift shells. One can see that the L-shells
are descending starting from the region of Indochina at longitudes
of �1201. In this region, the height of �900 km corresponds to
the L�1.05. Above the Pacific region, the altitude of top points for
bouncing electron decreases with increasing longitude. The drift
shells reach minimal heights in the SAA region, where practically
all the particles quasi-trapped at Lo1.1 are lost. At altitudes of
1000 km and below, the period of the azimuthal drift for 30 keV
electrons is �20 h (Lyons and Williams, 1984). Hence, the
electrons with large pitch angles can make many thousands of
bounces before they are lost in the SAA region.

Taking into account the specific ionization of electrons (the
energy loss per unit distance) and standard vertical profile of the
upper atmosphere (e.g. Dmitriev et al., 2008), we can calculate the
number of bounces between the top point at 800 km and mirror
points at height Hmin until the �30 keV electron has lost whole
of the energy in ionization. By this way, we find that for Hmin
below 600 km, the �30 keV electrons lost whole energy within
�2 h. During this time, the electrons pass eastward no more than
�301 in longitudes, because of very slow azimuthal drift. Hence,
the quasi-trapped electrons, observed westward from the long-
itude of �1501, have a quite high chance to lose whole of their
energy in ionization of the ionosphere. Because of arched mag-
netic field configuration, this ionization is released in the region
of geomagnetic latitudes above �201. It is important to note that
the charged particle spend most of the time in vicinity of the
mirror point. Hence, the quasi-trapped electrons lose most of
energy rather at low to middle latitudes than at the equator. That
corresponds well to the spatial location of mid-latitude positive
ionospheric storm.

Another important issue is conditions required for the down-
ward transport of electrons from the IRB to the heights below
1000 km. The well-know mechanism is a radial diffusion across
the drift shells. However, in the strong magnetic field at low
altitudes this diffusion is very slow that results in very weak
0.951.001.05
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Fig. 5. Longitudinal variation of the height of various drift shells at geomagnetic

equator calculated from IGRF model for epoch of 2005. Quasi-trapped energetic

electrons drift eastward along the drift shells and pass the highest (lowest) heights

in the Indochina (SAA) region. Horizontal dashed lines indicate the heights of

300 km and 900 km.
fluxes of energetic electrons at the forbidden drift shells at low
latitudes. In contrast, geomagnetic storms are accompanied by a
very strong penetrated electric field of dawn–dusk direction. In
the nightside, this electric field is pointed westward that results
in fast (a few hours) E�B drift of particles across the magnetic
field lines toward the Earth. Then the electrons drift eastward
through the morning sector toward noon.

We can summarize that during magnetic storm, the energetic
electrons (�30 keV) drift fast radially from the IRB to the iono-
spheric altitudes in the nightside sector. Drifting azimuthally
eastward, the quasi-trapped electrons lose the energy in ioniza-
tion of the atmospheric gases and, thus, produce abundant
ionization of the mid-latitude ionosphere.
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In this study, an empirical model constructed using data of FORMOSAT3/COSMIC (F3/C) from 29 June,
2006, to 17 October, 2009, retrieves altitude profiles of electron density (Ne). The model derives global Ne
profiles from 150 to 590 km altitude as functions of the solar EUV flux, day of year, local time and location under
geomagnetically quiet conditions (Kp < 4). Ne profiles derived by the model are further compared with those
of the International Reference Ionosphere (IRI). Results show that the F2 peak altitude hm F2 and the electron
density Nm F2, as well as the electron density above, derived by the model are lower than those of the IRI model.
The F3/C model reproduces observations of F3/C well at 410-km altitude while the IRI model overestimates
them. The overestimation of the IRI model becomes large with decrease of EUV flux. It is found that the topside
vertical scale height of the F3/C model shows high values not only magnetic dip equator but also middle latitude.
The results differ significantly from those of IRI, but agree with those observed by topside sounders, Alouette
and ISIS satellites.
Key words: IRI, electron density, topside ionosphere, empirical model, FORMOSAT-3/COSMIC, vertical scale
height.

1. Introduction
The International Reference Ionosphere (IRI) has been

developed since 1978 (Rawer et al., 1978) and is estab-
lished as the most standard and reliable ionospheric empiri-
cal model. Since a large amount of ionosonde data has been
used, IRI derives a relatively accurate electron density (Ne)
profile below the F2 peak. However, the IRI model might
still have some shortcomings in the topside ionosphere, be-
cause very limited satellite data are included. Bilitza (2004)
and Bilitza et al. (2006) based on Alouette/ISIS topside
sounder observations reported that the IRI model overesti-
mates Ne above the F2 peak height. Furthermore, Kakinami
et al. (2008) found an in-situ Ne observation at a 600-km
altitude with the Hinotori satellite which differed from the
IRI Ne. This shortcoming also results in a difference be-
tween the Total Electron Content (TEC) reproduction and
real observations, because the TEC is calculated using an
integration of the Ne profile. Meanwhile, the IRI model
overestimates the TEC in the equatorial region (Bilitza and
Williamson, 2000) during high solar activity, while the IRI
model overestimates and underestimates the TEC over Tai-
wan (24◦N 120◦E) during low and high solar activity, re-
spectively (Kakinami et al., 2009).

∗Now at Institute of Seismology and Volcanology, Hokkaido Univer-
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Six FORMOSAT-3/COSMIC (F3/C) micro satellites
which constituted a global positioning system (GPS) oc-
cultation experiment (GOX) payload were launched on 14
April, 2006, and put into a low Earth orbit of 800-km al-
titude with a 72◦ inclination. An average of 1800 electron
density profiles was obtained in a day globally. Lei et al.
(2007) reported that Ne profiles measured with F3/C are
consistent with Nm F2 and hm F2 obtained with incoherent
scatter radars at Millstone Hill and Jicamarca. An Ne pro-
file obtained using GOX has an advantage in its coverage
of observations, compared with the peak density and peak
altitude of the ionosphere obtained with ground-based ob-
servations, because it was able to cover ocean and desert
areas, where there are usually no receivers. Taking advan-
tage of this feature, we have constructed an empirical model
of the Ne profile measured with F3/C, which reproduces the
Ne profile globally. In this paper, we describe the method-
ology in constructing the model and compare the empirical
model based on F3/C observations with the IRI model.

2. Methodology of the Construction of an Empir-
ical Model

The methodology of constructing an empirical model
based on F3/C data is described in this section. Hence-
forth, the empirical model based on Ne profiles obtained
by F3/C is referred to as the F3/C model. The F3/C
model reproduces Ne as functions of the solar EUV flux,
day of year (DOY), local time (LT), altitude and loca-
tion. A similar methodology has been applied to em-
pirical models of transition height (Marinov et al., 2004;
Kutiev and Marinov, 2007), vertical scale height in the top-
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side ionosphere (Kutiev et al., 2006) and TEC over Tai-
wan (Kakinami et al., 2009). Daily EUV (0.1–50 nm)
measured by the Solar Heliospheric Observatory (SOHO)
(Judge et al., 1998) and posted on the web site of the Space
Science Center of the University of Southern California
(http://www.usc.edu/dept/space science/), is used to con-
struct the model. The released EUV fluxes are modified us-
ing the Sun-Earth distance because the released daily EUV
fluxes are adjusted at 1 AU. Data are not used in the model
construction when the EUV exceeds 1011 photon/cm2 sec
due to a solar flare. The EUV variation used in the F3/C
model, which is excluded the fluctuated day, is shown in
Fig. 1. Observed Ne profiles are accumulated under ge-
omagnetically quiet conditions (Kp < 4) from 29 June,
2006, to 17 October, 2009. Since Ne profiles are calculated
using the Abel inversion with an assumption of spherical
symmetry, the errors mainly appear below 250 km around
the equatorial ionization anomaly region (Liu et al., 2010),
which leads to a negative value of the Ne profile in some
cases. Therefore, observed Ne profiles showing a negative
value are not used in the model construction. At first, the
empirical model which has functions of EUV, DOY and LT
is constructed in each 3-dimensional bin whose size is 30◦

in longitude, 18◦ in latitude and 20 km (40 km) altitude be-
tween 150 and 390 (390 and 590) km altitude with steps
of 10◦ in longitude and 6◦ in latitude. It is assumed that
the solar flux variation of log10(Ne) is proportional to the
EUV flux, while the DOY and LT variation of log10(Ne)

are derived using a combination of trigonometric functions
of wavenumbers 1–3 and 1–4, respectively. The modeled
functions are calculated for each bin. The functions for F,
DOY and LT are defined as follows:

f (EUV) = a1 + a2EUV, (1)

g(DOY) = b1 +
3∑

i=1

(b2i cos 2π i · DOY

+ b2i+1 sin 2π i · DOY)

= b1g′
1 + · · · + b7g′

7, (2)

h(LT) = c1 +
4∑

i=1

(
c2i cos

π i · LT

12
+ c2i+1 sin

π i · LT

12

)

= c1h′
1 + · · · + c9h′

9, (3)

where a, b, c are coefficients for fitting. DOY is normalized
by the length of the year. The function reproducing Ne is
assumed to be the product of these 3 functions. Then we
can obtain:

log10 Ne(EUV, DOY, LT) = f (EUV) · g(DOY) · h(LT)

=
∑
i, j,k

ai f ′
i · b j g

′
j · ckh′

k

=
126∑
n=1

αn log10 Ne
′
n, (4)

where n = (i − 1) × 63 + ( j − 1) × 9 + k, i = 1, 2,
j = 1, . . . , 7, k = 1, . . . , 9. In order to calculate the
coefficients α, more than 126 data are required. The α
can be obtained by solving the following normal-equation

Fig. 1. EUV variation observed with SOHO from 29 June, 2006, to 17
October, 2009. Only data used in the construction of the F3/C model
are shown.

Fig. 2. Variation of root mean square error of the F3/C model with altitude.
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The α are calculated in each 3-dimensional bin. Finally,
the modeled Ne is obtained by linearly interpolating be-
tween the bins.

3. Results and Discussion
In order to estimate the accuracy of the F3/C model, the

root-mean-square error (RMS) is calculated as follows,

RMS =
√√√√1

n

n∑
i=1

{(oi − mi )/mi }2, (6)

where n, oi , mi , denote the data number, the Ne observed
with F3/C, and the Ne derived by the F3/C model, respec-
tively. RMSs at each altitude level are displayed in Fig. 2.
The RMS is over 50% below 200 km while the RMS de-
creases with increasing altitude, and shows a minimum
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Fig. 3. Comparison of peak electron density derived by the F3/C model and the IRI model with ionosonde observations at 1200 LT at Millstone Hill
(left) and Darwin (right) from 29 June, 2006, to 17 October, 2009. Red and blue dots indicate the F3/C and the IRI model results.

Fig. 4. Local time variation of the residual ratios for the F3/C (blue) and IRI (red) models in (a) dip latitude = −30 ∼ −10, (b) dip latitude = −10 ∼ 10
and (c) dip latitude = 10 ∼ 30. Dots and error bars denote median and quartiles.

value at 300 km. The RMS increases with increasing al-
titude over 300 km and reaches about 45% around 500 km.
Below 250 km, the estimation error of the Ne profile is very
large due to the fundamental issue of the Abel inversion
(Liu et al., 2010), and the data used in the construction
have inherent errors. Such errors might produce a high dis-
persion and show high RMS. On the other hand, since a
similar high variability is seen in the Ne model using the

HINOTORI data at 600 km (Kakinami et al., 2008), the
dispersion of Ne might be high above 400 km.

The peak Ne calculated with the F3/C model are com-
pared with those measured with ionospondes (Millstone
Hill at 71.5◦W, 42.6◦N and Darwin at 131.0◦E, 12.7◦S) and
IRI2007 with standard options (henceforth, we use the same
IRI version) from 29 June, 2006, to 17 October, 2009, un-
der geomagnetically quiet conditions, Kp < 4 (Fig. 3). The
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Fig. 5. Solar flux variation of the residual ratios for the F3/C (blue) and IRI models (red) in dip latitude = −10 ∼ 10. Dots and error bars denote
median and quartiles.

Fig. 6. Electron density profiles derived by the F3/C (solid line) and IRI models (dashed line) at 42.5◦N 288.5◦E at 1200 LT in March (a), June (b),
September (c) and December (d). Intensities of EUV applied to calculations are 1.99, 1.99, 1.84 and 2.20×1011 photon/cm2 sec, which are the actual
conditions of solar flux in each month of 2007.

results with IRI match the observations at Millstone Hill,
while those with the F3/C model overestimate the observa-
tions. Meanwhile, both models overestimate at Darwin in
many cases. This result indicates that the reproduction of
peak density by the IRI also has shortcomings at some lo-
cations.

In order to compare the observed Ne using F3/C with
the F3/C and IRI model, residual ratios, (oi − mi )/mi ,
where oi and mi denote the observed Ne at 410 km and the
modeled Ne at 410 km, are calculated. Figure 4 displays
the local time variation of the residual ratios for the F3/C
and IRI models. Though the F3/C model slightly overes-

timates the observations by 10–20% during night time in
all latitudes, the F3/C model agrees with the observations
on the whole. However, the IRI model always overesti-
mates observations by 40–60% at all local times and lati-
tudes. Figure 5 shows the solar flux variation of the resid-
ual ratios for the F3/C and IRI models. The F3/C model
shows a good agreement with the observations except for
EUV > 24 × 1010 photon/cm2 sec. As shown in Fig. 1,
since the data number for EUV > 24 × 1010 photon/cm2

sec is very small, the reliability of the F3/C model is less
than that for EUV < 24 × 1010 photon/cm2 sec. On the
other hand, the IRI model overestimates the observations
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Fig. 7. Peak electron density maps derived by F3/C (top) and IRI model (bottom) at 1200 LT in March (a), June (b), September (c) and December (d).
White curves indicate magnetic equator. Intensities of EUV applied to calculations are the same as Fig. 6.

Fig. 8. Electro density maps at 450 km derived by F3/C (top) and IRI model (bottom) at 1200 LT in March (a), June (b), September (c) and December
(d). White curves indicate magnetic equator. Intensities of EUV applied to calculations are the same as Fig. 6.
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Fig. 9. Vertical scale height at 450 km derived by the F3/C model (top) and IRI model (bottom) at 1200 LT in March (a), June (b), September (c) and
December (d). White curves indicate magnetic equator. Intensities of EUV applied in the calculations are the same as Fig. 6.

when EUV is low. The accuracy of the IRI model improves
with an increase of EUV. This tendency of the IRI model to
solar flux is similar to that of TEC over Taiwan (Kakinami
et al., 2009).

The altitude profile of Ne derived by the F3/C and the IRI
models above Inamori Hall, Kagoshima University (42.5◦N
288.5◦E), where the IRI 2009 workshop was held, are
shown in Fig. 6. The Ne derived by the IRI model is higher
than that of the F3/C model at, and above the peak height in
all seasons as shown in Figs. 4 and 5. In addition, the peak
altitude hm F2 derived by the IRI model is higher than that
of the F3/C model in all seasons. The vertical scale height
(VSH) of the IRI model, which is defined as −dh/d(ln Ne)

(Kutiev et al., 2006), is slightly lower than that of the F3/C
model in June. The Ne derived by IRI is lower than that
of the F3/C model in the lower ionosphere in all seasons
except December.

Figure 7 shows the seasonal variation of peak Ne (Nm F2)
at 1200 LT derived by the F3/C (top panel) and the IRI
(bottom panel) models. The maximum of Nm F2 is located
beside the magnetic equator for both models. Nm F2 de-
rived by IRI is higher than that of the F3/C model in all
seasons. A longitudinal structure of Nm F2 exists in both
models. Small patch-like maxima of Nm F2 appear in the
F3/C model, while wide-longitude-range maxima of Nm F2

appear in IRI in March (Fig. 7(a)). A four-peak (2-peak)
longitudinal structure is detected in the F3/C (IRI) model
in June. The IRI model shows a clear 2-peak longitudinal
structure in September. On the other hand, the F3/C model
displays a 2-peak or more small-scale longitudinal structure

in September. A four or three-peak structure appears in both
models in December.

The seasonal variation of Ne at 450 km derived by the
F3/C and IRI models are shown in Fig. 8. The Ne derived
by the IRI model is generally higher than that of the F3/C
model around the magnetic equator. In contrast to the Nm F2

shown in Fig. 7, a large-scale longitudinal structure, which
is similarly reported by many scientists (e.g. Sagawa et al.,
2005; Immel et al., 2006; Lin et al., 2007; Kakinami et
al., 2011), is clearly seen around the magnetic equator in
the F3/C model. According to Kakinami et al. (2011),
the 4-peak structure of Ne at 660 km observed with the
DEMETER satellite is the most pronounced in September
while a 3-peak structure appears in March and December.
Though the IRI model also shows a longitudinal structure,
the longitudinal structure retrieved with the F3/C model
is more pronounced than that of the IRI and its seasonal
variation agrees with previous studies.

Seasonal variations of VSH at 450 km derived by the
F3/C and IRI models are shown in Fig. 9. The IRI model
shows a maxima of VSH along the magnetic equator with
a 10◦ latitude width while the F3/C model only displays a
small maxima of VSH around 140–240◦E and 300◦E near
the magnetic equator. In the F3/C model, maxima of VSH
around 140–240◦E near the magnetic equator are always
significant in all seasons, which show a maximum value in
March. However, a maximum of VSH around 300◦E is only
significant in March. The longitudinal structure seen in the
VSH derived by the F3/C model differs from those of Ne

at 450 km (Fig. 8). Meanwhile, 3 or 4 maxima of VSH
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derived by the IRI model appear around the magnetic equa-
tor. The location of each peak roughly corresponds to the
locations of the maximum of Ne shown in Fig. 8. A signif-
icant difference in the VSH between the F3/C and the IRI
models appears in the middle latitude. The VSH derived by
the IRI model only shows a maximum around the magnetic
equator, a sharp drop away from the magnetic equator and
is almost constant in low and middle latitudes. Meanwhile,
VSH derived by the F3/C model shows maxima (minima)
around magnetic equator (beside geomagnetic equator) and
increases with increasing latitude in low and middle lati-
tudes. Similar VSH results are observed not only in F3/C
data (Liu et al., 2008) but also by the topside sounder on-
board the Alouette and ISIS satellites (Kutiev and Marinov,
2007). Especially, VHS derived by the F3/C model higher
than 50◦S is higher than the magnetic equator in September
and December.

4. Summary
We have constructed an empirical model based on Ne

profiles observed with F3/C under geomagnetically quiet
conditions (Kp < 4). The F3/C model derives global Ne

profiles between altitudes of 150 and 590 km as functions
of the solar EUV flux, day of year, local time and loca-
tion. The Ne above the F2 peak, and the F2 peak altitude,
derived by the F3/C model is lower than those derived by
the IRI. The F3/C model reproduces a longitudinal struc-
ture better than the IRI model. The F3/C model also de-
rives VSH which show good agreement with measurements
obtained from topside sounders onboard the Alouette and
ISIS satellites. Since the F3/C model has a big advantage
of greater data coverage, it helps us to understand a variety
of upper ionospheric phenomenon. As a result, the F3/C
model contributes an improvement over the IRI model.
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Abstract The performance of a three-dimensional iono-

spheric electron density model derived from FormoSat3/

COSMIC GPS Radio Occultation measurements, called the

TaiWan Ionosphere Model (TWIM), in removing the ion-

ospheric delays in single-frequency pseudorange observa-

tions is presented. Positioning results using TWIM have

been compared with positioning results using other iono-

spheric models, such as the Klobuchar (KLOB) and the

global ionospheric model (GIM). C/A code pseudoranges

have been observed at three International GPS Service

reference stations that are representative of mid-latitude

(BOR1 and IRKJ) and low-latitude (TWTF) regions of the

ionosphere. The observations took place during 27 geo-

magnetically quiet days from April 2010 to October 2011.

We perform separate solutions using the TWIM, KLOB,

GIM ionospheric models and carry out a solution applying

no ionospheric correction at all. We compute the daily

mean horizontal errors (DMEAN) and the daily RMS

(DRMS) for these solutions with respect to the published

reference station coordinates. It has demonstrated that TEC

maps generate using the TWIM exhibit a detailed structure

of the ionosphere, particularly at low-latitude region,

whereas the Klobuchar and the GIM only provide the basic

diurnal and geographic features of the ionosphere. Also, it

is shown that even for lower satellite elevations, the TWIM

provides better positioning than the Klobuchar and GIM

models. Specifically, using TWIM, the difference of the

uncorrected solution (no ionospheric correction), and the

other solutions, relative to the uncorrected solution, is

45 % for the mean horizontal error (DMEAN) and 42 %

for the horizontal root-mean-square error (DRMS). Using

Klobuchar and GIM, the percent for DMEAN only reaches

to about 12 % and 3 %, while the values for the DRMS are

only 12 and 4 %, respectively. In the vertical direction, all

models have a percentage of about 99 and 70 % for the

mean vertical error (VMEAN) and vertical root-mean-

square error (VRMS), respectively. These percentages

show the greater impact of TWIM on the ionospheric

correction compared to the other models. In at least 40 %

of the observed days and across all stations, TWIM has the

smallest DMEAN, VMEAN, DRMS, and VRMS daily

values. These values reach 100 % at station TWTF. This

shows the overall performance of TWIM is better than the

Klobuchar and GIM.

Keywords Single-frequency GPS positioning �
Ionospheric model � Ionospheric delay

Introduction

Degradation of the accuracy of the derived coordinates

using global positioning system (GPS) can be attributed to

the following sources: errors in satellite ephemeris, errors

by satellite clocks, atmospheric errors, receiver errors,

multipath interference, and position dilution of precision

(PDOP) (Spencer et al. 2003). Since 2000, when the

selective availability in GPS has been removed, the iono-

sphere has become the main error source in single-frequency
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GPS positioning (Camargo et al. 2000; Ovstedal 2002). This

is due to the ability of the ionosphere to impact an incoming

radio wave. The behavior of the ionosphere primarily

depends on the local time, season, solar activity, viewing

direction, location of the receiver, and the earth’s magnetic

field (Klobuchar 1987; Camargo et al 2000). These can in

turn cause different effects to the accuracy of GPS posi-

tioning. First-order ionospheric delay can be practically

removed in the GPS signals using dual-frequency GPS

receivers, which uses both L1 (1,575.42 MHz) and L2

(1,227.60 MHz) bands. However, these devices are more

expensive and thus are generally not available for most users.

A number of ionospheric models have been developed for

single-frequency GPS positioning. One of the first models

was developed by Klobuchar (1987). He developed an

operational ionospheric model to be broadcast by GPS sat-

ellites to provide the user corrections of approximately 50 %

RMS of the ionospheric range error (Klobuchar 1987).

Ovstedal (2002) used the precise satellite orbits and satellite

clock corrections and the global ionospheric model (GIM)

supplied by International GPS Service (IGS) in absolute

GPS positioning. He was able to demonstrate a sub-meter

epoch-to-epoch accuracy in the horizontal and approxi-

mately 1-meter accuracy in the vertical. One of the most

recent models is called the Multi Instrument Data Analysis

System (MIDAS). Developed for regional applications,

Allain and Mitchell (2009) used data from dual-frequency

receivers distributed across Europe. They compared their

results with other models such as Klobuchar and the Inter-

national Reference Ionosphere (IRI). They showed that

using MIDAS, and precise satellite orbit data from IGS, the

average position is within 1.5 m while using Klobuchar and

IRI, the average position is 4 and 3 m respectively.

We present ionospheric delay correction for single-fre-

quency GPS pseudoranges using a numerical and phe-

nomenological model, called the TaiWan Ionospheric

Model (TWIM). Its performance is compared to other

ionospheric models such as Klobuchar and GIM. It is

hoped that this will provide single-frequency GPS users an

alternative ionospheric model that would give higher

positioning accuracy than most models used today.

Ionospheric corrections

Given the total electron content (TEC) along the signal

path, ionospheric delay (dion) in the pseudorange can be

determined as:

dion ¼
40:3TEC

f 2
ð1Þ

Numerically, one TEC is equivalent to about 16 cm of

delay in the L1 pseudorange. Generally, ionospheric effects

usually amount to about 30 m of error in the pseudorange

measurements, depending on the elevation angle of the

satellite. Moreover, among the errors that contribute to

the pseudorange measurements, the ionospheric error is

the most variable and difficult to compensate since the

ionosphere is very dynamic and ionospheric radio

propagation is dependent on the frequency of the radio

wave.

In this study, the TWIM, which is a three-dimensional

ionospheric electron density (ne) model, is used to calculate

ionospheric delay for GPS single-frequency receivers (Tsai

et al 2009). It is a numerical and phenomenological model

of global ionospheric electron density that is constructed

from monthly weighted and half-hourly radio occultation

(RO) measurements from Formosat3/COSMIC GPS. The

half-hour vertical ne profiles are derived from 30-day data

set from the day of observation with much weight

(Gaussian-shaped weighting function) given to days closer

to the day of observation. For example, ne profiles for day

254 use RO observations from day 224 to 254. Addition-

ally, further interpolation is done within the half-hour

profiles. The 30-day data provide enough RO observations

to produce global electron density profiles at a 30-min

temporal resolution with a 3� spatial resolution.

Each layer (F2, F1, E, or D) is characterized by a

Chapman-type function, which is described by its peak

electron density (nemax), peak density height (hm), and scale

height H. Thus, these parameters can be used to obtain the

electron density ne at a specific longitude (h), latitude (k)

and height (h) using the least-squares error fitting of the

observed profile to the Chapman functions:

ne h;k;hð Þ¼
Xn

i¼1

nemax h;kð Þ

�exp
1

2
1�h�hm h;kð Þ

H h;kð Þ �exp �h�hm h;kð Þ
H h;kð Þ

� �� �� �
ð2Þ

Each i represents a physical layer of F2, F1, E, or D.

Surface spherical harmonics are applied to map the derived

Chapman layer parameters in geodetic coordinates. Thus,

the TWIM is three dimensional. In addition, all of these

layers can occur during the daytime. The F1 and D layers

decay at night and can be hidden within the other layers,

but the F1 and D-layer parameters are still derivable at all

times by least-squares error fitting. The TWIM does not

account for electron density in the plasmasphere.

It should also be noted that because every electron

density estimates by the TWIM uses a 30-day data set, any

disturbances in the ionosphere, such as storms, in a given

day will be masked by the other non-disturbed days within

the 30-day period. Moreover, the Formosat3/COSMIC

cannot provide dense enough RO observations to observe
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disturbed Ne profiles when magnetic storm happens. Dur-

ing these events, the retrieved Ne profiles are removed

because the signal-to-noise ratio values are very low.

Therefore, such events may not be observed. However, this

data set is enough to model the ionosphere during geo-

magnetically quiet days.

The ne profiles are used to calculate the point-to-point

slant TEC (STEC) between the receiver and each GPS

satellite (Tsai et al 2009). These are used to determine the

ionospheric delay on the L1 frequency. The corrections

made using TWIM are compared to two of the most

commonly used ionosphere models for single-frequency

positioning. Both vertical TECs generated by Klobuchar

and GIM, which are two-dimensional ionosphere models,

are translated to slant delay using elevation-dependent

mapping functions.

The atmospheric errors (tropospheric and ionospheric)

are highly dependent to elevation angles. Thus, these errors

can be minimized by setting elevation masks or cutoff

angles. These angles do not allow data coming from sat-

ellites at low elevation where they are subject to more

biases as compared to higher elevation angles. Moreover,

setting an elevation mask can also minimize other eleva-

tion-dependent biases, such as multipath effects. In this

study, elevation masks are set at 10�.

Method

Single-frequency GPS data are recorded during the most

geomagnetically quiet days per month from April 2010 to

October 2011—a total of 27 days— by three IGS reference

stations (BOR1, IRKJ, and TWTF) at a 2-min sampling

interval. Tables 1 and 2 show the details of each station

and the geomagnetically quiet days used in this study.

These days were chosen since TWIM is a quiet time model.

GPS raw data in RINEX format (ftp://igscb.jpl.nasa.gov/

igscb/data/format/rinex211.txt) are used. The RINEX files

include the pseudorange and carrier phase observations and

the satellite navigation message for each GPS satellite.

Satellite positions are calculated using the GPS satellite

broadcast ephemeris, that is only the data contained in the

RINEX files are used. The receiver positions are calculated

using L1 C/A code pseudoranges corrected for satellite

clock bias, relativistic clock bias, timing group delay, and

tropospheric error. A base solution is carried out in which

the ionospheric delay is not applied; this solution is refer-

red to as uncorrected (UNC) solution. Three additional

solutions are carried out per epoch and station but now

correcting the ionospheric delay using the Klobuchar

(KLOB), GIM and TWIM models respectively.

The errors in the horizontal (east and north) and vertical

are calculated by differencing the computed position and

the known reference position. The horizontal error D is

calculated as

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 þ N2

p
ð3Þ

where E and N are the differences in the east and north

direction between both solutions. The daily mean and the

root-mean square (RMS) values of these differences are

calculated per station and labeled as EMEAN, NMEAN,

ERMS, and NRMS. To represent the daily horizontal

position accuracy, we compute the daily mean of (3)

denoted by DMEAN. We also compute the distance RMS,

labeled DRMS, which contains 65–69 % probability of

observations being within a horizontal circle with radius

DRMS and center at the reference position, as (Conley

et al. 2006):

DRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ERMS2 þ NRMS2

p
ð4Þ

The daily mean error along the vertical (VMEAN) and its

RMS error (VRMS) are used to describe the vertical

accuracy of each observation. The difference of uncorrected

and corrected data, relative to the uncorrected data, is then

expressed in percent. This percentage expresses the impact

of the ionospheric model and is given by.

%diff ¼ UNC � ION

UNC
� 100 % ð5Þ

where UNC is the value obtained using no ionospheric

models and ION is value obtained when using an iono-

spheric model. Eq. (5) is applied to mean and RMS values.

Positive percentage shows improvement in the observa-

tions while negative percentage pertains to measurements

whose errors are worse than the uncorrected data.

Table 1 Details of the three

IGS stations used in this study
Code Location Longitude Latitude Height (m) Local time (h)

BOR1 Boroweic, Poland 52�160370 0 17�040240 0 124.9 ?2

IRKJ Irkutsk, Russia 52�130080 0 104�180580 0 502.1 ?7

TWTF Taoyuan, Taiwan 24�570130 0 121�090520 0 201.5 ?8
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Results and discussion

This section demonstrates the performance of TWIM in

GPS positioning. The results, which include the total

electron content maps, the horizontal and vertical posi-

tional errors and RMS values, are compared to the Klob-

uchar and GIM models at different elevation angles, time,

and geographical locations. The percent occurrence of the

days that yielded lowest errors for all days of observations

is also presented.

Total electron content map

Nine global VTEC maps for Klobuchar, GIM, and TWIM

at epochs 0300UT, 0400UT, and 0500UT on August 22,

2010 (DOY 234) are shown in Fig. 1, which is chosen

arbitrarily. The test sites are shown in red triangles. The

basic diurnal and geographic features of the ionosphere are

shown in all nine maps, that is, peak density during day

time and in the low-latitude regions while the minimum

density is featured during night time and in the mid-latitude

regions. We can also observe the westward shift of the peak

density area as the time moves forward. The maximum

VTEC value shown on the GIM maps is the greatest among

the three models while the Klobuchar maps displayed the

least peak density that is shifted to higher latitudes. The

TWIM, on the other hand, provides a more detailed VTEC

maps as compared with the other two models. For example,

the well-known equatorial ionization anomaly (EIA) is

clearly shown in the TWIM VTEC maps in the daytime

sector. Furthermore, the TWIM can provide three-dimen-

sional electron densities while Klobuchar and GIM only

provide two-dimensional (longitudinal and latitudinal)

VTEC models.

The calculated 24-h ionospheric slant delays in meters

using Klobuchar, GIM, and TWIM on DOY 234 for the

three test sites are shown in Fig. 2. The white and gray

areas indicate local daytime (0600–1800LT) and nighttime

(1800–0600LT). The figure clearly shows the typical

diurnal variation of ionosphere where electron density is

higher during daytime than in night time. Moreover, the

mid-latitude stations (BOR1 and IRKJ) produce low ion-

ospheric delay while the low-latitude station (TWTF)

provides high ionospheric slant delays during daytime.

This corresponds to the high density provided by the EIA.

Meanwhile, all stations yield approximately equal iono-

spheric slant delays during nighttime. Slant delays calcu-

lated from the Klobuchar model are consistent for all

stations, showing the half cosine-shaped daytime and

constant nighttime electron densities. The GIM-derived

slant delays, on the other hand, are closer to the TWIM-

derived slant delays with the TWIM providing a wider

range of values than GIM. However, GIM produce larger

ionospheric delay than TWIM. This is because GIM have

the largest peak electron density as previously described in

Fig. 1.

Figure 3 that shows the horizontal errors D (Eq. 3) and

the vertical errors using the three models KLB, GIM, and

TWIM for the three stations and epochs 0300UT, 0400UT,

and 0500UT for DOY 234. As shown in this figure, the

TWIM generally provides the smallest error for the stations

in both horizontal and vertical direction. Meanwhile,

Klobuchar provide largest error in both horizontal and

vertical directions. This indirectly shows that TWIM gen-

erally provides a better estimation of the slant TEC around

the GPS receivers.

Table 2 List of days used in this study with their minimum, maxi-

mum 3-h Kp index, and daily total Kp index

Date DOY Minimum

3-h Kp index

Maximum

3-h Kp index

Total Kp

index

2010 (14 days)

04/26/2010 116 0 7 23

05/23/2010 143 0 3 7

05/24/2010 144 0 7 20

06/12/2010 163 3 10 33

07/10/2010 191 0 3 17

07/17/2010 198 0 3 20

08/22/2010 234 0 3 17

08/30/2010 242 0 3 13

09/11/2010 254 0 3 10

09/12/2010 255 0 7 20

10/02/2010 275 0 0 0

11/06/2010 310 0 7 20

11/26/2010 330 0 10 20

12/10/2010 344 0 3 10

2011 (13 days)

01/30/2011 30 0 3 13

02/03/2011 34 0 7 23

03/15/2011 74 0 3 13

04/26/2011 116 0 7 30

05/20/2011 140 0 7 33

06/29/2011 180 0 7 33

07/27/2011 208 0 13 47

08/18/2011 230 0 10 37

08/31/2011 243 0 7 20

09/19/2011 262 0 10 37

09/23/2011 266 0 7 33

10/28/2011 301 0 3 3

10/29/2011 302 0 3 3
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Elevation mask

Different elevation masks have been applied to test which

elevation angle will yield better results. The resulting

DRMS and VRMS (Eq. 4) at different elevation masks (0�,

5�, 10�, 15�, and 20�) for DOY 234 for different iono-

spheric models are shown in Fig. 4. The positioning

accuracy has improved when low elevation masks (5� and

10�) are applied. However, as the elevation mask is set

higher (15� and 20�), the positioning seems to degrade in

quality. This is because at larger elevations masks, more

satellites are ignored, which will result in larger dilution of

precision values and worse positioning quality. It indicates

that TWIM performs better than the other models for

observations at low elevations and demonstrates the ability

of TWIM to provide good electron density profiles. The

figure shows that even without applying any elevation

masks, TWIM still produces better results than the other

models.

Positioning results

Figure 5 shows a sample diurnal variation of the east, north

and vertical errors at TWTF station for DOY 234. The

effect of the ionosphere in GPS positioning is clearly

shown in the vertical error where errors of uncorrected

solutions reach about 15 m in daytime and approach zero

in nighttime. Moreover, improvements made by different

models in the positioning are most evident in the vertical

(height) direction. This is because the ionospheric delays

are all directed above the receiver. The ionospheric effect

in the horizontal is present in all directions (east–west and

north–south). In this case, parts of the errors in one

direction, say east, can be canceled by the errors in the

opposite direction (west).

The performance of TWIM in the horizontal and vertical

directions for the stations for DOY 234 can be stated as

follows: TWIM exhibits the smallest mean horizontal error

(DMEAN) of 1.05, 0.99, and 1.18 m for stations BOR1,

Fig. 1 Global VTEC maps for Klobuchar (col 1), GIM (col 2), and TWIM (col 3) at epochs 0300UT (top row), 0400UT (middle row), and

0500UT (bottom row) for DOY 234
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IRKJ, and TWTF, corresponding to percentage (Eq. 5) of

10, 9, and 29 %. The DRMS using TWIM is also the

smallest among the models with values of 1.28, 1.11, and

1.35 m for the same station sequence, corresponding to

percentage of 7, 8, and 33 %. This means that TWTF has

exhibited the greatest positioning improvement compared

to the other two stations. Regarding the vertical direction,

Klobuchar provides the smallest mean vertical error

(VMEAN) (-0.15 m) at station BOR1 (95 %), but TWIM

has given the best results in stations IRKJ and TWTF at

-0.44 m (78 %) and -0.18 m (96 %), respectively.

TWIM also provides sub-meter mean vertical errors for all

stations. The VRMS are smallest using TWIM with values

at 1.65, 1.87, and 2.18 m for stations BOR1, IRKJ, and

TWTF, respectively. This corresponds to percentages of

54, 37, and 60 %. For this example, the generally trend of

increasing accuracy (based on DRMS and VRMS) is GIM,

Klobuchar, and TWIM for station BOR1 while for stations

IRKJ and TWTF, the trend is Klobuchar, GIM, and TWIM.

Figure 6 shows DMEAN and VMEAN observed at

station TWTF for all days of observations and using all

ionospheric models. The DMEAN ranges 1.24–5.67 m

using Klobuchar, 1.19–5.96 m using GIM, and

1.08–4.32 m using TWIM. The VMEAN varies from 3.16

to 10.06 m, -1.82 to 1.64 m, -1.43 to 1.60 m, and -3.29

to 1.01 m using Klobuchar, GIM, and TWIM, respectively.

Using TWIM, 48 % of the days observed have DMEAN of

1.50 m or less while 70 % of the observed days have

VMEAN of 1.00 m or less. Negative VMEAN corresponds

to observations below the reference point. The DRMS and

VRMS results for all days of observation using all iono-

spheric models are shown in Fig. 7. The DRMS using

Klobuchar, GIM, and TWIM vary from 1.49 to 6.73 m,

1.42 to 7.14 m, and 1.33 to 5.07 m, respectively. Using

TWIM, 16 (59 %) of the days have DRMS of 2.0 m or less.

The VRMS range from 1.98 to 6.12 using Klobuchar, 1.89

to 6.63 m using GIM, and 1.75 to 6.38 using TWIM.

TWIM provides the smallest DMEAN and DRMS for all

observations, whereas it provides the smallest VMEAN

and VRMS for 11, and 15 days, respectively.

The corresponding percentages of the DMEAN and

VMEAN for the difference of uncorrected solution and

ionospheric corrected solution at station TWTF for all days

of observation are shown in Fig. 8. The values demonstrate

the amount of corrections made by each model to the

uncorrected solutions. The percentage of DMEAN ranges

from 0.56 to 12.33 %, 0.16 to 2.56 %, and 8.70 to 45.07 %

using Klobuchar, GIM, and TWIM, respectively. This shows

the good performance of TWIM in correcting positioning

in the horizontal direction. On the other hand, the percent-

age of VMEAN using Klobuchar, GIM, and TWIM var-

ies 55.98–99.44 %, 71.74–99.48 %, and 46.71–99.05 %,

respectively. Figure 9 shows the percentage of DRMS and

Fig. 2 Slant ionospheric delay calculated by Klobuchar (KLB), GIM,

and TWIM for BOR1 IRKJ, and TWTF stations for DOY 234

Fig. 3 Horizontal and vertical errors at epochs 0300UT, 0400UT,

and 0500UT for DOY 234 for different ionospheric models
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VRMS for all days of observations at TWTF station. Using

Klobuchar, GIM, and TWIM, the percentage of DRMS

ranges from 0.14 to 11.89 %, 0.23 to 3.67 %, and 9.21 to

42.32 %, respectively, while the percentage of VRMS varies

from 44.95 to 70.72 %, 46.70 to 69.00 %, and 36.17 to

71.54 %, respectively.

The remaining errors that have not been accounted for

by the ionospheric delays can be attributed to the uncer-

tainties in the models, both in troposphere and ionosphere.

Moreover, errors brought about by the accuracy of the

broadcast ephemeris can also be a source of error since the

precise ephemeris of the IGS was not used.

Table 3 summarizes the percentage of occurrence of

Klobuchar, GIM, and TWIM with the smallest mean hor-

izontal and vertical errors, DRMS, and VRMS for stations

BOR1, IRKJ, and TWTF. As mentioned above, all

observed days show that TWIM provided the smallest

DMEAN and DRMS at station TWTF. Meanwhile, 41 %

(11 days) and 56 % (15 days) of the observed days provide

the least VMEAN and VRMS, respectively. On the other

hand, 26 % (7 days) and 30 % (8 days) of the observed

days the Klobuchar model has smallest VMEAN and

VRMS, respectively. GIM provides the smallest VMEAN

and VRMS in 33 % (9 days) and 15 % (4 days) of the days

of observation. Thirteen days or 48 % using TWIM have

2.5 m of VRMS or less. In stations BOR1 and IRKJ, the

TWIM also provides the most occurrences of smallest

DMEAN, VMEAN, DRMS, and DRMS with at least 50 %

occurrence, except for VMEAN at station BOR1.

The performance of TWIM across all stations and all

days of observation are generally better than the other

Fig. 4 Summary of DRMS

(col 1) and VRMS (col 2) at

different elevation masks (0�,

5�, 10�, 15�, and 20�) for DOY

234 for different ionospheric

models at stations BOR1 IRKJ

and TWTF

Fig. 5 An example of diurnal variation of east, north and vertical

errors at station TWTF for DOY 234 using different models
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models expect for the mean vertical error at BOR1. For all

stations, the general order of increasing accuracy (based on

the RMS errors) is GIM, Klobuchar, and TWIM in the

horizontal while it is Klobuchar, GIM, and TWIM along

the vertical. In addition, the TWIM seems to provide a

good ionospheric model at low latitude (EIA region) as

shown in the results at station TWTF especially in the

horizontal. The accuracy of TWIM can also be attributed to

the number of occultation use in the modeling as well as

the distribution of the occultation points at each region.

That is, the denser the occultation points in a specific

region the better the estimate of electron density the TWIM

will provide. However, such evaluation is beyond the scope

of the study.

Conclusions and future work

GPS satellite-receiver slant TEC at three stations (BOR1,

IRKJ, and TWTF) were determined for 27 days with

geomagnetically quiet conditions during a period of

2 years using the TWIM model and compared with

Fig. 6 DMEAN and VMEAN

using all ionospheric models

observed at station TWTF for

all days of observation

Fig. 7 DRMS and VRMS using

all ionospheric models observed

at station TWTF for all days of

observation

Fig. 8 Percentages of DMEAN

and VMEAN for the difference

of uncorrected solution and

ionospheric corrected solution

at station TWTF for all days of

observation
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commonly used models such as Klobuchar and GIM. All

models have exhibited typical diurnal characteristics of the

ionosphere. However, the TEC maps using TWIM provide

a more detailed representation of the current state of the

ionosphere as compared to using Klobuchar and GIM

ionospheric maps, especially in the low-latitude region,

which resulted to better positioning at this region. The

TWIM can provide three-dimensional ionospheric electron

density values and improve horizontal and vertical posi-

tioning significantly compared to Klobuchar and GIM.

Best possible positioning is achieved using a 10� ele-

vation mask. The solutions were able to remove the effect

of very low elevation angles but still able to maintain

enough satellites to produce good DOPs and positioning

results. In addition, the TWIM provides better positioning

even for lower elevation masks as compared with the other

models. This indicates the high quality of TWIM in pro-

ducing three-dimensional ionospheric electron density

maps over a wider range of satellite elevation.

It is shown that the TWIM is for all days of observation

and across all stations generally better than the other

models. The average order of increasing accuracy is GIM,

Klobuchar, and TWIM along the horizontal, and it is

Klobuchar, GIM, and TWIM along the vertical. Judging

from the overall result at station TWTF, the TWIM seems

to provide good ionospheric model at low latitude (EIA

region) particularly in the horizontal.

In the future research, positioning can be improved by

using precise GPS orbit information provided by IGS and

better tropospheric models. The performance of the TWIM

in GPS positioning with respect to the number of occul-

tation points should also be studied. Lastly, the perfor-

mance of the TWIM in GPS positioning at various

geomagnetic and solar activities can be explored in order to

establish the applicability of TWIM in different space

weather conditions.
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ABSTRACT

A network of 6 ground-based GPS receivers in East Asia was employed to study seismo-traveling ionospheric distur-
bances (STIDs) triggered by an M 8.0 earthquake which occurred at Wenchuan on 12 May 2008. The network detected 5 
STIDs on the south side of the epicenter area. A study on the distances of the detected STIDs to the epicenter versus their 
associated traveling times shows that the horizontal speed is about 600 m s-1. Applying the circle method, we find that the 5 
circles intercept at a point right above the epicenter when the horizontal speed of 600 m s-1 is given. Global searches of the 
ray-tracing and the beam-forming techniques confirm that the STIDs are induced by vertical motions in the Earth’s surface 
during the Wenchuan Earthquake.
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1. INTRODUCTION

During earthquake occurrences, vertical motion of the 
Earth’s surface creates mechanical disturbances (acoustic 
gravity waves or AGWs) in the atmosphere, which propagate 
into the ionosphere and interact with the ionized gas (here-
after, seismo-traveling ionospheric disturbances; STIDs)  
(Davies 1990). Using ionograms recorded by MF/HF (medi-
an/high frequency) ionosondes and frequency shifts probed 
by HF Doppler sounders, scientists have observed STIDs 
triggered by strong earthquakes (Davies and Baker 1965; 
Leonard and Barnes 1965; Row 1967; Yuen et al. 1969; 
Tanaka et al. 1984; Blanc 1985; Artru et al. 2004; Liu et 
al. 2006a). Due to limited numbers and/or short distances 
among stations of ionosonde or Doppler sounding networks, 
it is rather difficult to study the propagation of STIDs in de-
tail. Liu et al. (2006a) for the first time applied the circle 
method (Lay and Wallace 1995) on ionograms recorded by 
3 ionosonde stations and found the origin and propagation 

speed of STIDs triggered by the 26 December 2004 M 9.3 
Sumatra Earthquake.

Recently, the total electron content (TEC) derived 
from data recorded by dense ground-based receivers of the 
global positioning system (GPS) have been employed to 
examine STIDs such as Rayleigh, gravity, shock, and tsu-
nami waves triggered by earthquakes (Calais and Minster 
1995; Afraimovich et al. 2001; Ducic et al. 2003; Artru et 
al. 2005; Heki and Ping 2005; Astafyeva and Afraimovich 
2006; Jung et al. 2006; Liu et al. 2006b; Astafyeva and Heki 
2009; Astafyeva et al. 2009; Liu et al. 2010, 2011). Based 
on Calais and Minster (1995), most scientists find the time-
distance relationship between the triggered disturbances and 
the epicenter to estimate STID speeds. On the other hand, 
Jung et al. (2006) and Liu et al. (2006b and 2010) employed 
the beam-forming and/or the ray-tracing methods analyzing 
GPS TEC observations to locate the origin and compute av-
erage propagation speeds of STIDs triggered by the 13 Jan-
uary 2001 Mw 7.6 El Salvador Earthquake, the 26 December 
2004 Mw 9.3 Sumatra Earthquake, and the 20 September 
1999 Mw 7.6 Chi-Chi Earthquake, respectively.
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The paper briefly reviews the amplification effect, the 
ground-based GPS TEC observation, and the exiting meth-
ods of STID analyses. In data analyses, we first employ the 
time-distance relationship (Calais and Minster 1995) esti-
mating the propagation speed, and apply the circle method 
(Lay and Wallace 1995) locating the source, and finally use 
the ray-tracing (Lee and Stewart 1981) and beam-forming 
(Huang et al. 1999) method to simultaneously find the 
speed, source location, and onset time of STIDs triggered 
by the 12 May 2008 Mw 8.0 Wenchuan Earthquake.

2. AMPLIFICATION FACTOR AND IONOSPHERIC 
GPS TEC

Near-surface earthquakes causing large vertical near-
field displacement of the Earth’s surface excite mechanical 
disturbances (i.e., AGWs) in the atmosphere, which propa-
gate to the ionosphere where they couple into the ionized 
gas inducing disturbances by the effects resulting from col-
lision, i.e., STIDs (Blanc 1985). Since atmospheric density 
decreases almost exponentially with altitude, energy con-
servation implies that pulse amplitude increases upward as 
it propagates into the atmosphere and ionosphere. The am-
plification factor can reach tens to hundreds of thousands 
at ionospheric heights (Calais and Minster 1995). Both po-
tential and kinetic energy density can be found. Based on 
the concept of energy conservation, the energy density of 
STIDs can be expressed as,

v/v 1 2 t=/1 2 G G I I
2 2t         (1)

where G and I denote the ground and the ionosphere, re-
spectively. Thus, Gt  and vG ( It  and vI) stand for the mass 
density of the atmosphere and maximum oscillation speed 
on the ground (in the ionosphere), respectively. For a simple 
harmonic motion, the oscillation speed can be written v = 
Aω, where A is the oscillation amplitude and ω is the angu-
lar frequency. Therefore, Eq. (1) can be given as

A AG G G I I I
2 2t ~ t ~=^ ^h h         (2)

It has been known that when an earthquake occurs, the asso-
ciated vertical motion of the Earth’s surface excites AGWs 
at numerous frequencies in the atmosphere near the Earth’s 
surface. Since the atmosphere acts a low-pass filter, high 
frequency waves with periods shorter than 1 minute can 
quickly be damped. By contrast, low frequency waves with 
periods longer than 5 minutes generally could travel through 
the atmosphere efficiently and reach the ionosphere. If the 
wave-wave interaction is small and/or negligible, the angu-
lar frequency of the long-period waves remains unchanged, 

ω = ωG = ωI, and we find that the oscillation amplitude is 
inversely proportional to the density, which is written as

A A /
i G G I

1 2t t= ^ h         (3)

It is found the density ratio between the ground and the ion-
osphere in the solar minimum year of 2008 is 1010 (Kelly 
2009). Therefore, for an ideal case of a plane source, the 
amplification factor is about 105. However, for a real-world 
case of a point source of an epicenter or a line source of a 
fault zone, the amplification factor becomes about 104.

The GPS consists of more than 24 satellites, distributed 
over 6 orbits encircling the globe. Recently, geodetic sci-
entists investigated Earth’s surface deformation rates using 
ground-based GPS networks (e.g., see Calais and Amarjar-
gal 2000). While observing deformation, the same networks 
can be simultaneously employed to monitor the ionospheric 
TEC (see papers listed therein Liu et al. 1996, 2001). To 
simultaneously monitor a large area of the ionosphere, a 
network of ground-based receivers GPS is ideal to be used. 
Each satellite transmits two frequency signals, 1575.42 and 
1227.60 MHz. Since the ionosphere is a dispersive medium, 
scientists are able to evaluate the ionospheric effects on the 
radiowave propagation or the corresponding ray path TEC 
with measurements of the modulations on carrier phases 
and code pseudoranges recorded by dual-frequency receiv-
ers (cf., Liu et al. 1996). The TEC is defined as the sum 
(or integration) of the ionospheric electron density along a 
line-of-sight from a ground-based receiver to the associated 
GPS satellite at an orbital altitude of about 20200 km (for 
detail, see Liu et al. 1996). Here, the line-of-sight or slant 
TEC (STEC) between a GPS satellite and a ground-based 
receiver can be written as 

2 11 2.STEC f f f f1 40 3 2 2 2 2= -^ ^ ^h h h8 B r sL L1 2 d d- - +^ ^h h8 B (4)

where L1 and L2 in meter denote the carrier phases of the 
two frequencies f1 and f2 in hertz, and δr and δs are the dif-
ferential biases for receiver and satellite, respectively. The 
greatest electron density in the ionosphere usually situates 
at about a 300-km altitude, which contributes to the heavi-
est weight in the slant TEC calculation. Based on the spir-
it of the center of mass, the center of the TEC at about a 
350-km altitude is termed the ionospheric point. Therefore, 
a GPS TEC acts as a space seismometer floating at about 
350 km above the Earth’s surface and monitors ionospheric 
disturbances. From recorded GPS broadcast ephemeris, the 
latitudinal and longitudinal coordinates of each space seis-
mometer can be computed. Assume the ionosphere to be a 
thin shell at 350 km altitude, the slant TEC along the ray 
path can be converted, usually using a slant function of the 
satellite zenith, into the vertical TEC (VTEC, for simplicity 



STIDs Triggered by 2008 M 8.0 Wenchuan Earthquake 11

hereafter, TEC) at the space seismometer location (Tsai and 
Liu 1999).

3. SEARCH THE STID ORIGIN

The method of intersecting circles might be the first 
employed for locating the hypocenter (source, or epicenter) 
of an earthquake (Lay and Wallace 1995). Scientists cal-
culate the possible circular distance (zone) to the source of 
seismic waves from each station, which is equal to the prod-
uct of the propagation speed and the traveling time. When 
circular zones of three or more stations intersect (i.e., trian-
gulation) at the same location, we then consider the source 
to be located. The short coming of this method is that the 
onset time of the earthquake and the propagation speed of 
the seismic waves should be roughly known in advance.

On the other hand, the ray-tracing technique (Lee and 
Stewart 1981) and the beam-forming technique (Huang et 
al. 1999) also have been employed traditionally by seismol-
ogists to locate an earthquake source (or hypocenter). In the 
ray-tracing technique, for a given velocity model, scientists 
estimate the location of a hypocenter and calculate the arriv-
al time of seismic waves at each seismometer (the forward 
calculation). From the difference between the calculated 
and observed arrival times at the seismometers, a new loca-
tion of the hypocenter is further issued (or given) and tried. 
When the differences reach the minimum, the iteration pro-
cess is stopped, and the estimated center is then declared to 
be the hypocenter. Similarly, scientists can guess the loca-
tion of a hypocenter but calculate the earthquake onset time 
from each seismometer (using a backward calculation). The 
minimum in differences of the calculated onset times is the 
criterion of the hypocenter location determination. Here, we 
consider the STID as a seismic wave recorded by a space 
seismometer orbiting at an altitude of 350 km, and adopt 
the backward calculation. Assume the average speeds in the 
vertical and horizontal direction to be VZ and VH, respec-
tively. The traveling time to each STID point (i.e., space 
seismometer “i”), which is the sum of traveling times in the 
vertical and horizontal directions, can be written as, 

t Z V S V, , ,i j i j Z i j HD D D= +        (5)

where the STID at the ionospheric point altitude ΔZi, j = 
350 km and the horizontal distance from the STID to the 
trial epicenter ΔSi, j. Since the arrival time ti at a STID is 
recorded, the onset time tGi at the trial epicenter “j” can be 
computed,

t t t, ,Gi j i i jD= -          (6)

If N points of STIDs are detected, the standard deviation of 

the computed onset times at the trial center can be written 
as

2t N,
/

j Gi j j
1 2v n= -^ h6 @/         (7)

where μj is the associated mean value. The minimum in the 
standard deviation is the criterion of the location determina-
tion of the STID origin/source. The average onset time of 
the minimum in the standard deviation is used to find when 
and where the STIDs are activated. 

By contrast, for a given onset time, the beam-forming 
technique (Huang et al. 1999) estimates a hypocenter and 
computes the speeds by dividing the distances from the hy-
pocenter to the seismometers by the differences between the 
onset time and observed arrival times at the seismometers. 
Similarly, when the standard deviation of the computed 
speeds yields the minimum, the hypocenter is considered to 
be located. Here we simply guess a onset time to and com-
pute the velocity Vi, j by dividing the distance from the STID 
point to the trial epicenter ΔSi, j by a given traveling time Δti 
(= ti - to) at each STID point,

V S t, ,i j i j iD D=          (8)

Similarly, for N points of the detected STIDs, the standard 
deviation of the computed velocities (speeds) at the trial 
center can be written as

2V N,
/

j i j j
1 2v n= -^ h6 @/         (9)

The minimum in the standard deviation is the criterion of 
the location determination of the STID origin/source. The 
average speed of the minimum in the standard deviation is 
considered the STID propagation. 

4. OBSERVATION AND INTERPRETATION

A magnitude M 8.0 earthquake occurred in Wench-
uan, China (31.0°N, 103.4°E geographic; 24.9°N, 175.5°E 
geomagnetic) with a depth of 19 km at 0628 UT (universal 
time) on 12 May 2008. Figure 1 displays the Wenchuan epi-
center as well as the locations of 6 GPS receivers and their 
associated fields of coverage/observation. A high-pass filter 
with cutoff period less than 10 minutes is applied to analyze 
the TECs observed at the 6 stations. It can be seen that 5 
pronounced fluctuations of STIDs observed at the GPS sta-
tion kunm at 0635 - 0720 UT which was about 10 minutes 
after the earthquake occurrence.

Figure 2 illustrates temporal variations of the filtered 
TEC and the associated distance to the epicenter versus 
time. A line of the least square fitted of the 5 STID arrival 
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times intersects at 0636 UT. Since the reported earthquake 
onset time is 0628 UT, it takes 480 sec (= 8 min) for the 
STID traveling into the ionosphere. Therefore, the average 
horizontal and vertical speeds are about 557.2 ± 50 m s-1 and 
729 (= 350 km/480 sec) m s-1, respectively.

Since the STIDs are assumed to be detected at a fixed 
altitude of 350 km, we can simply consider their horizontal 
distances and speeds. Thus, for the circular method, there-

fore we let the onset time be 0636 UT instead of 0628 UT. 
Various horizontal speeds 400 - 800 m s-1 have been test-
ed. Figure 3 illustrates that when the horizontal speed of  
600 m s-1 is given, the 5 circles intersect at one location, 
where is right above (or slightly west of) the Wenchuan epi-
center.

In both the ray-tracing and beam-forming calculations, 
we have tested the trial center within 20 - 33°N and 95 - 

Fig. 1. Locations of the Wenchuan epicenter and 6 ground-based GPD receivers. TEC filtered with a high-pass filter with a cutoff period less than 
10 minutes. Pronounced fluctuations of 5 STID signatures were observed by the GPS station kunm. The earthquake magnitude M 7.9 reported by 
US glological survery (USGS) is later ranked as M 8.0 by China Earthquake Administration (CSA). The red star denotes the epicenter.

Fig. 2. Temporal variations of the filtered TEC and the associated distance to the epicenter versus that of time. The red vertical line denotes the 
earthquake onset time (0628 UT). A solid line of the least square fitted of the 5 STID arrival times intersects at 0636 UT.



STIDs Triggered by 2008 M 8.0 Wenchuan Earthquake 13

111°E shifting by 0.1°. For the ray-tracing search, we try 
with the horizontal speed VH ranging from 200 to 1000 m s-1.  
The optimal results can be obtained by finding the mini-
mum values of the standard deviation of the calculated onset 
times, the time difference between the calculated average 
and reported onset times, as well as the distance between 
the calculated center (disturbance origin) and the Wench-
uan epicenter. It is found that when the horizontal speed  
620 m s-1, the contour converges at 30.4°N, 102.9°E where 
is about 86-km southwest of the Wenchuan epicenter  
(Fig. 4). Note that the Wenchuan epicenter is within the 
standard deviation of 25 seconds. The associated onset time 
is 0628 UT (= 0635 UT-7 minutes of the vertical traveling 
time).

For the beam-forming technique, we try with the onset 
time varying from 0600 to 0800 UT and compute the mean 
speed and standard deviation from each trial center to the 
5 STIDs. Figure 5 displays that the onset time at 0638 UT 
yields the best result (the minimum of the standard devia-
tion) of the STIDs origin being located at 31.1°N, 103.0°E 
where is about 30 km west of the Wenchuan epicenter. The 
optimal result of the mean horizontal speed and standard 
deviation is VH = 614 ± 15 m s-1 traveling away from the 
STID origin. 

5. DISCUSSION AND CONCLUSION

Liu et al. (2006a) observed 2 types of STIDs with trav-
eling speeds of 2.5 km s-1 and 370 m s-1 triggered by the 24 
December 2004 M 9.3 Sumatra earthquake. Liu et al. (2010) 
found that the STIDs triggered by the M 7.6 Chi-Chi earth-
quake range from 700 to 900 m s-1. Astafyeva et al. (2009) 
analyzed STIDs induced by the 4 October 1994 M 8.1 Kurile 
earthquake and found that starting from about 600 - 700 km 
away from the epicenter, the disturbance seems to divide 
into two perturbations which propagate with different ve-

locities, one at about 3 km s-1 and the other at about 600 m s-1  
and suggest that the former perturbation is triggered by 
acoustic waves launched by a Rayleigh surface wave and 
the later by the vertical displacements of the ground mo-
tion due to the earthquake. Figure 2 shows that the distances 
of the 5 STIDs to the epicenter are greater than 540 km (= 
600 m s-1 × 15 min). Artru et al. (2004) and Heki and Ping 
(2005) show that the acoustic speed is about 300 m s-1 from 
the Earth’s surface to the mesosphere at about 90 - 100 km 
altitude, and speed up to 1000 - 1100 m s-1 at 300 km altitude 
in the ionosphere. Therefore, if the triggered disturbances 
depart with low elevation angles, they travel nearly hori-
zontally between the troposphere and the mesosphere with 
speeds of about 300 m s-1, and then both locally and verti-
cally perturb the ionospheric TEC (Liu et al. 2006a). Nota-
bly, those disturbances depart with high elevation angles, 
travel nearly vertically into the thermosphere (ionosphere), 
and propagate horizontally interacting with the ionized gas, 
which should travel with average speeds of 600 - 1100 m s-1  
(Astafyeva et al. 2009; Liu et al. 2010). Based on the above 
observations and simulations, we speculate that large ver-
tical motions of the Earth’s surface near the Wenchuan 
epicenter excited AGWs in the atmosphere, which propa-
gated obliquely with a moderate elevation angle into the 
ionosphere as STIDs traveling at 600 m s-1. Although the 
distance from the epicenter to the GPS station wuhn is not 
so different, the 5 STIDs are observed only by the GPS sta-
tion kunm. Scientists hypothesize that the northward (Heki 
and Ping 2005; Otsuka et al. 2006), and eastward/westward 
propagating disturbances might be attenuated selectively 
by interaction between the movements of charged particles 
in STIDs and the Earth’s magnetic fields. Note that the 
STIDs propagations with a moderate elevation angle in the 
northward, eastward, and westward directions are perpen-
dicular to the magnetic fields. This once again suggests that 
AGWs near the Wenchuan epicenter obliquely propagate  

Fig. 3. The circular method: The onset time is assumed to be 0636 UT instead of 0628 UT. Various horizontal speeds 400 - 800 m s-1 with a step of 
50 m s-1 have been tested. The red star and open blue dots denote the epicenter and 5 STID points.
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with moderate elevation angles into the ionosphere. It is 
very difficult to obtain ground-based GPS measurements 
from China. Because no data is available near the epicen-
ter, STIDs induced by the Rayleigh waves cannot be found 
or identified. Although the data are very limited, the time-
distance relationship, the circle method, and the ray-tracing 
and beam-forming techniques confirm that the STIDs travel 
with an average speed of 600 m s-1 and were induced by the 
Wenchuan earthquake.
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[1] Using the Global Positioning System radio occultation (GPSRO) technique,
the observation of the global ionosphere becomes possible. The irregularity in the
ionospheric sporadic-E (Es) layer, which is probably caused by wind shear, can be
investigated by analyzing the signal-to-noise ratio (SNR) of RO signal. In this study,
the relation between the amplitude of RO signals and the electron density profiles of the
ionosphere is simulated, and RO data recorded in the time period from mid-2008 to
mid-2011 are used for the analysis. Based on the simulation results, the multiple-layer-type
(MLT) and the single-layer-type (SLT) Es layers which are defined by the shape of SNR,
are used to analyze the global distribution of Es layer. The seasonal MLT Es layer is
compared with the seasonal wind shear, which is obtained from the Horizontal Wind
Model (HWM07). Furthermore, the seasonal MLT Es layer is compared with the SLT
Es layer, and the global altitude distributions of MLT and SLT Es layers are similar while
the magnitude distributions are different. Unlike the MLT Es layer, the global distribution
of the SLT Es layer is similar to the distribution of E region peak electron density (NmE),
which is related to the solar zenith angle.

Citation: Yeh, W.-H., C.-Y. Huang, T.-Y. Hsiao, T.-C. Chiu, C.-H. Lin, and Y.-A. Liou (2012), Amplitude morphology of GPS
radio occultation data for sporadic-E layers, J. Geophys. Res., 117, A11304, doi:10.1029/2012JA017875.

1. Introduction

[2] The Earth’s ionosphere is an envelope containing par-
tially ionized gas from about 60 to a thousand kilometers in
altitude. The ionospheric E region ranges between 90 and
150 km. In the lower E region, a thin layer of enhanced electron
density, called sporadic-E (Es) layer, appears sporadically in
the altitude range from 90 to 120 km. The Es layer has been the
subject of much research for many decades [e.g., Whitehead,
1970; Whitehead, 1989; Mathews, 1998] with the wind shear
theory being the most likely explanation for the formation of
this layer [Whitehead, 1961]. Carrasco et al. [2007] simulated
the effect of winds and electric fields on the formation of
the Es layer. Vertical shear in the zonal wind is an orientation
requirement to establish the Es layer [Kelley, 2009]. Pan

and Tsunoda [1999] and Urbina et al. [2000] observed qua-
siperiodic structures with descending echoing layers at alti-
tudes above 100 km. Pan and Tsunoda [1999] also used
semidiurnal neutral-wind variations to explain the slop sign
reversals in the VHF radar observations. Furthermore, the
seasonal dependence of the midlatitude Es layer is associated
with the annual variation of meteor deposition [Haldoupis et
al., 2007].
[3] With the advent of Global Positioning System (GPS)

technology, the global Es layer can be observed by using
the radio occultation (RO) technique, which utilizes satel-
lites at low Earth orbit (LEO) to receive GPS signals propa-
gating through the atmosphere and ionosphere. Hocke et al.
[2001] used data from the GPS/Meteorology experiment
(GPS/MET) to find irregularities in the Es layer that occur
at altitudes of 90–110 km. Wu et al. [2005] used German
Challenging Minisatellite Payload (CHAMP) data to estab-
lish seasonal maps of the Es layer. In 2006, six LEO satel-
lites were launched for the FORMosa SATellite Mission
�3/ Constellation Observing System for Meteorology, Ion-
osphere, and Climate (FORMOSAT-3/COSMIC, or F-3).
This system provides 2000–2500 profiles of high spatial and
temporal resolutions for global analysis per day. Arras et al.
[2008] used data from CHAMP, Gravity Recovery and Cli-
mate Experiment (GRACE), and F-3 to show the influence
of the Earth’s magnetic field on the Es layer. Furthermore,
Arras et al. [2009] made a comparison between the occur-
rence of the Es layer and wind shear at midlatitudes based on
the CHAMP, GRACE, and F-3 data.
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[4] In previous studies of the Es layer by using RO data,
the relation between the Es layer electron density and its
signature in the RO amplitude profile has been examined
[e.g., Wickert et al., 2004; Pavelyev et al., 2007; Yakovlev
et al., 2008; Yakovlev et al., 2010; Zeng and Sokolovskiy,
2010]. Nevertheless, the statistical analysis with the shape
of RO amplitude has not yet received the proper attention.
In this study, RO data recorded in the time period from mid-
2008 to mid-2011 are used to derive the irregular degree (ID)
from the RO signal-to-noise ratio (SNR) data to determine
the altitude range and degree of the Es layer irregularities.
Furthermore, the Es layer profiles are separated into the
multiple layer type (MLT) and single layer type (SLT) by
considering the shape of the SNR profile. The altitude dis-
tributions of the MLT and SLT Es layers are similar but the
magnitude distributions are not. Besides the temporal and
spatial analysis of the Es layer, the wind shear information as
given by the Horizontal Wind Model (HWM07) [Drob et al.,
2008] is also used for comparison with the distribution of
Es layer to examine the correlation between Es layer and
wind shear. In Section 2, the RO amplitude profiles affected
by SLT and MLT Es layers are simulated. In Section 3, the
definition of the ID and the separation method of SLT and
MLT RO amplitude profiles are described. A comparison of
the results and a discussion are displayed and described in
section 4, followed by summary.

2. Relation Between Electron Density
and Amplitude Profiles

[5] In this study, the Es layer profiles are separated into
the MLT and SLT. In order to differentiate between these
two types of Es layers, a ray tracing algorithm is used to
retrieve the amplitude profiles from the prescribed electron
density profiles. The electron density profiles used for the
simulations are shown in Figure 1. The black plus signed line
is the background electron density profile obtained from the
Thermosphere Ionosphere Electrodynamics General Circu-
lation Model (TIEGCM) result. The light blue, dark blue,
purple, and pink lines are the profiles of Es layers. The alti-
tude, thickness and horizontal extension of Es layer are 90–
110 km, 0.5–5 km and 10–1000 km, respectively [Wu et al.,
2005]. In this study, the altitude, maximum thickness, and
horizontal extension of Es layer are set to be 100 km, 4 km

and 500 km, respectively. The electron density distribution
Ne(x, y) is given by:

Ne x; yð Þ ¼ Nb þ NEs x; yð Þ

NEs x; yð Þ ¼ P xð Þ þ Nmax cos
x� x0ð Þp
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where, Nb, NEs, Nmax, P, and (x0, y0) are the background
electron density, electron density of Es layer, the maximum
electron density of Es layer, the perturbation function, and
the coordinate of the maximum electron density of Es layer,
respectively. The background electron density profile (Nb) in
Figure 1 is result of TIEGCM model. The perturbation func-
tion is formed by several sine waves with different amplitudes
(An) and wave numbers (Wn). One of the NEs, considering
the curvature to conform the 100 km in altitude and P(x) is
set to be 0, used for simulation is shown in Figure 2 (top). The
Es layer is often affected by the external forces and irregular-
ities can take place. The effect of gravity waves on the NEs

is investigated by introducing gravity-wave-related perturba-
tion. Two different cases of perturbation are examined, and
the Earth’s curvature is also considered (cf. Figure 2). In
Figure 2, the center of the Earth is located at (0,0), (x0, y0) is set
to be (0,6480.744), and the radius of the Earth is set to be
6380.744 km. In Figure 2 (middle), n is set to be 3, and A1, A2,

Figure 1. Electron density profiles for simulations. The
black profile is the background electron density. The light
blue, dark blue, purple, and pink profiles are the maximum
electron density of Es layer added on the background elec-
tron density which are 0 � 105, 0.5 � 105, 1 � 105,
3 � 105, 6 � 105 cm�3, respectively.

Figure 2. Horizontal distribution of Es layers which
have (top) no irregularity and (middle and bottom) have
irregularities.
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A3, W1, W2, and W3 are set to be 1.2, 1.8, 1, 20, 14, and 8,
respectively. In Figure 2 (bottom), n is set to be 4, and A1, A2,
A3, A4,W1,W2,W3, andW4 are set to be 1.2, 1.8, 1, 5, 6, 10, 8,
and 20, respectively. In the simulations, the Es layer is located
at the tangent point of signal trajectories, and the frequency of
the signal is 1.575 GHz (L1). The ray tracing algorithm in
W.-H. Yeh et al. (Ray tracing simulation in nonspherically
symmetric atmosphere for GPS radio occultation, submitted to
GPS Solutions, 2012) is used to integrate signal trajectory. The
energy flux calculation method in Sokolovskiy [2000] is used
to estimate amplitude profiles.
[6] The simulations for the profiles of the RO signal ampli-

tude with different maximum electron density of Es layer are
shown in Figures 3 and 4. The shape of Es layer in Figure 2
(top) is used to simulate the amplitude profiles in Figure 3.
The simulation results by using Nmax = 0 � 105, 0.5 � 105,
1 � 105, 3 � 105, and 6 � 105 are shown in Figures 3a–3e,
respectively. In the ionosphere, the refractive index decreases
as the electron density increases [Davies, 1990]. The signal
propagating in the ionosphere is bent due to the refrac-
tivity gradient. The bent signal trajectory causes a focusing/
debunching phenomenon in the amplitude profile. In
Figure 3a, the amplitude of signal has no obvious shake,
which indicates that the effect of the background profile is
very little. The positive/negative humps in Figures 3b and 3c,
which are the local maximum/minimum in the profiles, are
due to the focusing/debunching of the signal propagating
through the Es layer. According to the geometrical optics,
focusing/debunching of signal occurs if d2 Ne/dh2 is positive/
negative, where Ne and h are electron density and altitude,
respectively. When the electron density of Es layer is large,
the interference phenomenon will occur in the focusing parts
of amplitude profile, and shown in Figures 3d and 3e. The
simulation results of the shape of Es layer in the first and
second panels of Figure 2 are shown in Figures 4a and 4b,
respectively. Due to the irregularity of Es layer, the refrac-
tivity gradient in the signal trajectories is more complex
and cause irregular perturbation in amplitude profiles. The
irregularity of the Es layer in the third panel of Figure 2 is
larger than in the second panel. The larger irregularity of Es

layer often causes the larger irregular degree of irregular
amplitude.
[7] Comparing the electron density with the simulated

amplitude profiles in Figures 2–4, it is found that the distri-
bution of amplitudes in Figures 3b–3e show an obvious
characteristic. Due to the relation between the electron den-
sity and amplitude profiles, the distribution of amplitude has
one negative hump and its altitude is very close to the altitude
of the dense layer of electron density profiles. There are two
positive humps (type-I) or two interference portions (type-II)
located at the top and bottom of the electron density layer.
Four examples of observational amplitude profiles are shown
in Figures 5a–5d (left). Figures 5a–5b (left) are type-I and
type-II SLT amplitude profiles, respectively. Figure 5c (left)
is MLT amplitude profile. The shape characteristics of the

Figure 3. Simulated amplitude profiles by using the background electron density profile and different
added electron density of Es layer. The shape of the added Es layer is like the shape in Figure 2 (top)
which has no irregularity. The maximum electron density of Es layer added on the background electron
density from Figure 3a to Figure 3e are 0 � 105, 0.5 � 105, 1 � 105, 3 � 105, 6 � 105 cm�3, respectively.

Figure 4. Simulated amplitude profiles by using the back-
ground electron density profile and different shape of added
Es layer. The shape and electron density distribution of
added Es layer used for Figure 4a and Figure 4b are in the
middle and lower panels in Figure 3, respectively.
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amplitude profiles in these panels conform to the simulated
results. Figure 5d (left) shows that the amplitude profile is not
affected by the Es layer.

3. Analysis Method

[8] Compare with the simulation and observation results,
the large perturbation of amplitude in observation data is
caused by ionospheric irregularities. In order to study the
irregularities, the ID index is defined and calculated in the
following three steps:
[9] (1) Change the SNR to the relative amplitude. The

average upper altitude of the high rate (50 Hz) GPS occul-
tation measurement of F-3 is 120 km [Wickert et al., 2009].
Generally, the value of SNR begins to decrease due to the
effect of the neutral atmosphere below 40 km in altitude.
Therefore, the analysis in this study is conducted from 50 to
120 km in altitude. The average value of SNR from 50 to
120 km is the normalizing factor. The relative amplitude is
obtained by dividing SNR with the normalizing factor.
[10] (2) Smooth the relative amplitude profile. The smooth

process is used to remove the noise in relative amplitude pro-

files. The smooth method fs ¼ I þ STGS½ ��1fu [Feng and
Herman, 1999], where fs, fu, I, S, and G are the smoothed
result, raw data, unitary matrix, constraint smoothing matrix,
and diagonal matrix with degrees control element, respectively,
is used in this study. The normalized and smoothed relative
amplitude profiles are the black lines shown in Figures 5a–5d
(middle).

[11] (3) Decompose the amplitude into upper and lower
envelopes by using empirical mode decomposition (EMD)
[Huang et al., 1998]. It should be noted that in order to avoid
distorting the analysis results, the linear connection is replaced
with a cubic spline to connect the local maxima/minima for the
upper/lower envelopes. The upper and lower envelopes are the
blue lines shown in Figures 5a–5d (middle).
[12] (4) Derive pre-ID index by using the value of the

upper envelope minus that of the lower envelope. The pre-
ID index profiles are the blue lines shown in Figures 5a–5d
(right).
[13] (5) Derive ID index profile by using the value of pre-

ID index profile without the background profile. In the
unaffected portion of the Es layer, the background profile is
the pre-ID index profile. In the affected portion of the Es
layer, the background profile is set to be a linear portion
between the unaffected upper and lower portions. The back-
ground and ID index profiles are represented by the red and
black lines shown in Figures 5a–5d (right), respectively.
[14] Comparing the SNR and ID profiles in Figure 5, it is

found that the altitude range and the large ID index corre-
spond to that of the large irregularity in the SNR profiles.
[15] The high rate (50 Hz) of L1 GPS occultation SNR

data of F-3 recorded from the 181st day of 2008 to the
180th day of 2011 are used for data analysis. We divided
the year into four seasons (based on the northern hemi-
sphere): winter is from December to February, spring is from
March to May, summer is from June to August, and autumn
is from September to November. All data except the SLT data

Figure 5. Profiles of SNR, ID index, and intermediate productions (amplitude ratio) of three different
type fluctuations: (a) type-I SLT (atmPhs_C004.2010.036.00.30.G07_2010.2640_nc), (b) type-II SLT
(atmPhs_C005.2009.244.21.44.G10_2010.2640_nc), (c) MLT (atmPhs_C001.2010.029.01.35.
G14_2010.2640_nc), and (d) noisy type (atmPhs_C005.2010.072.00.28.G28_2010.2640_nc).
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are used for the 3-dimensional local time-geographic latitude-
altitude (LT-Lat-Alt) analysis. We average the individual ID
index value over 20 min in local time, 5� in geomagnetic
latitude, and 1 km in altitude, while the coordinates of the
center are shifted every 4 min and 1� along local time and
geomagnetic latitude, respectively.
[16] In addition to data analysis, the SLT data is separated

from all RO data. The SNR profile is regarded as type-I
SLT profile if it satisfies following conditions: (i) The alti-
tude of the maximum ID (maxID) corresponds to a negative
hump; (ii) At the upper and lower altitude of maxID, there
are two positive humps near the negative hump at the altitude
of maxID. Two ID values correspond to these two positive
humps are denoted as IDS and IDL. The value of IDL is larger
than IDs. In this condition, IDS/IDL should larger than 2/3;
(iii) the nearest negative hump at each upper and lower
altitudes of the maxID is smaller than one third of maxID;
(iv) except the altitude region of (iii), the ID of the SNR
profile is not larger than one third of the maxID. The SNR
profile is regarded as type-II SLT profile if it satisfies fol-
lowing conditions: (i) The SNR profile satisfies the Es event
identified conditions in Zeng and Sokolovskiy [2010]; (ii) The
standard deviation profile of relative amplitude calculated
in 1 km interval has only two local maximumwhich are larger
than 0.2. The value 0.2 is an empirically found threshold to
separate the general amplitude and interference amplitude.
And the two local maximum indicate two interference portions

located at the top and bottom of the electron density layer. The
ratio of the SLT and all data is about 1:50. Due to the small
amount of SLT data, it cannot be used for LT-Lat-Alt analysis.
The local time-latitude (LT-Lat) distribution of maxID and
altitude of SLT data are used for analysis. We average the
individual ID index value over 28 min in local time, 7� in
geomagnetic latitude, while the coordinates of the center are
shifted every 4 min and 1� along local time and geomagnetic
latitude, respectively.

4. Analysis Results and Discussions

4.1. MLT Es Layer Distribution

[17] The 3-dimensional LT-Lat-Alt analysis of all data
except for the SLT data for the four seasons is shown in
Figure 6. This can be regarded as the analysis of the MLT Es
layer with 510–570 thousand pieces of data used for analysis
for each season. The maximum value of ID index is identified
at about 100–108 km in altitude. In summer, in the northern
hemisphere, there is a clear semidiurnal pattern of high ID with
two ribbons, the morning ribbon (MR) and the afternoon rib-
bon (AR) that occurs from 90 to 120 km in altitude, which is
the range in which theEs layer appears [Arras et al., 2008]. The
maximum of MR and AR occur around 10:00 and 20:00LT,
which agree with Wu et al. [2005]. In winter, there is a clear
semidiurnal pattern, which is similar to the pattern in summer,
also occurs in the southern hemisphere while the maximum

Figure 6. Local time-latitude-altitude analysis of the ID index of the MLT Es layer in four seasons.
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MR occurs about one hour later than in summer. In winter/
summer, a diurnal pattern occurs in the northern/southern
hemisphere with a maximum around 1500LT. The latitude of
where patterns occur in southern/northern in winter/summer
is about �40�/40�, and in northern/southern in winter/sum-
mer is about 15�/�5�, which are agree with Arras et al.
[2009]. In the northern hemisphere in spring and autumn,
the maximum ofMR and AR occurrence time is similar to the
occurrence time in the southern hemisphere in winter, while
in the southern hemisphere the MR and AR occurrence times
are closer to noon, about 11:00LT and 17:00LT, respectively.
The latitude of where patterns occur in spring/autumn in the
northern and southern hemisphere are about 20� and �20�,
respectively, which agree with Arras et al. [2009]. A com-
parison of the ID magnitudes in the four seasons shows that
the summer maximums agree with Haldoupis et al. [2007]
and Arras et al. [2009].

4.2. Comparison Between Horizontal Wind Shear
and MLT Es Layer

[18] Arras et al. [2009] studied the occurrence frequency
of the Es layer from 80 to 100 km by using the wind shear
information from the Collm Observatory. In this study,
HWM07, which is a statistical representation of the hori-
zontal wind fields of the Earth’s atmosphere from the ground
to the exosphere (0–500 km) [Drob et al., 2008], is used to
calculate the wind shear in the Es layer region. The distri-
bution of the wind shear in 2010 and ID index distribution for

all four seasons are shown in Figure 7. In the figure, the
distributions are shown at latitudes of �40, 20, 20, and 40,
which are near the latitude where the maximum ID index
occurs, in winter, spring, summer and autumn, respectively.
The contours in Figure 7 show the mean wind shear from
90 to 120 km in altitude in 2010 for the four seasons as
obtained by using HWM07. The zero, negative and positive
wind shears are marked by solid, dotted and dashed isolines,
respectively, in the meridional and zonal wind shear panels in
Figure 7. The color codes indicate the ID index distributions
of the MLT Es layer. Negative wind shear is required for
Es layer formation [Arras et al., 2009]. The ID index dis-
tributions agree with the negative zonal wind shear for
winter and summer, and the negative meridional wind shear
for winter. Nevertheless, the agreement with wind shear is
not obvious in spring and autumn although the large ID
index also distributes in the negative meridional or zonal
wind region. The global zonal wind shear distributions at the
corresponding altitude of the maxID of the MLT Es layer in
the four seasons are shown in Figure 8 (right). It is found that
in the maxID distributions of the MLT Es layer, which are
shown in Figure 8 (middle), the high maxID index is related
to the high negative zonal wind shear, especially in summer.
Compare the middle and right panels of Figure 8 with
Figure 7, the distribution of MLT Es layer is correlated with
the negative wind shear.

4.3. SLT Es Layer Distribution

[19] The LT-Lat analyses of maxID and its corresponding
altitude of the SLT and MLT Es layers are shown in Figures 8
and 9. Due to the lack of the SLT data at high latitudes, we only
show the results in latitude ranges from �70� to 70�. The
maxID distributions for the four seasons are shown in Figure 8.
The semidiurnal and diurnal of the MLT Es layer have been
described above. Unlike those in the MLT layer, the maxID
distributions of the SLT Es layer in the four seasons are very
similar to one another. Furthermore, the maxID distributions of
the SLT Es layer are also similar to the distribution of the E
region peak electron density (NmE) [e.g., Nicolls et al., 2012],
which begins to increase at dawn, reaches its maximum at
noon, and then decreases until dusk. The maxID’s altitude
distributions in the four seasons are shown in Figure 9. It is
found that altitude distributions of the SLT and MLT Es layers
in each season are similar to one another, and are different from
the distribution of the altitude of the E region peak (hmE) [e.g.,
Nicolls et al., 2012].
[20] Based on the similar altitude distributions of the SLT

and MLT Es layers in Figure 9, it is found that the SLT Es
layer is almost coexist with the MLT Es layer. However, their
different maxID distributions indicate that their formation
mechanisms are different. From the comparison described in
the last subsection and former studies [e.g., Arras et al.,
2009], the MLT Es layer is probably formed by wind shear,
and the SLT Es layer, whose maxID distributions in the four
seasons are like the distribution ofNmE, is associated with the
solar zenith angle. The Es layer is formed in the region where
the vertical electron velocity is zero and the gradient of ver-
tical velocity is large [Whitehead, 1961]. During and after
the formation of the Es layer, some irregular structures are
caused by the effect of certain external forces, such as the
wind shear and gravity waves. The irregular structures in

Figure 7. Distribution of the ID index of the MLT Es layer
and wind shear. The seasons and latitudes in the figure are
winter at �40�, spring at 20�, summer at 40�, and autumn
at 20� (top to bottom). Color code is similar to Figure 3,
which are ID index distributions of the MLT Es layer. Con-
tour (left) meridional and (right) zonal wind shear. The zero,
negative and positive wind shear are marked by solid, dotted
and dashed isolines, respectively, for meridional and zonal
wind shear.
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the Es layer have been observed and simulated in former
studies [e.g., Miller and Smith, 1978; Huang and Kelley,
1996; Cosgrove and Tsunoda, 2003]. In contrast to the
simulations in this study and the above description, the MLT
Es layer is caused by irregular structures. Otherwise, the SLT
Es layer can be regarded as an Es layer which has not been
influenced by external forces. In the simulations, the ampli-
tude profiles of the SLT Es layer are purer than the MLT Es
layer with only one negative hump with two positive humps
or two interference portions on either side. Although the
amplitude profile is associated with the vertical gradient of
the electron density, the maxID of the SLT Es layer can also
be indicated by the magnitude of the electron density in the
layer. With the smaller solar zenith angle, the ionization rate
becomes larger in the E region. With a larger electron density
in E region, a higher electron density is formed in the
Es layer. Therefore it is reasonable that the maxID distribu-
tions of the SLT Es layer are similar to the NmE distribution.
Furthermore, from the above description, the difference
between the wind shear and MLT Es layer distributions in
four seasons shown in Figure 7 can be further explained. In
winter and summer, the large irregularities of MLT Es layer
occur in the large wind shear regions, while it is not the case,
although the irregularities still occur in the negative wind
shear regions in spring and autumn. In winter and summer,
the large wind shear regions contain the regions of Es layer
and cause the large irregularities in the regions. In spring and
autumn, the large negative wind shear regions do not cover
the regions of Es layer formation, while the small negative
wind shear regions do cover the regions of Es layer. So, in

spring and autumn, the irregularities only occur in the small
wind shear regions.

5. Summary

[21] In this study, we have simulated the amplitude pro-
files of four electron density profiles to confirm the relation

Figure 8. Distributions of maximum irregular degree (maxID) of the (left) SLT and (middle) MLT
Es layers in four seasons (top to bottom: winter, spring, summer, and autumn). In order to compare two of
them more easily, the ID index of the MLT Es layer has been multiplied by four. (right) The zonal wind
shear distribution at the corresponding altitude of maxID of the MLT Es layer in four seasons, which are
shown in Figure 6 (right).

Figure 9. Distributions of altitude of the (left) SLT and
(right) MLT Es layers in four seasons (top to bottom: winter,
spring, summer, and autumn).

YEH ET AL.: BRIEF REPORT A11304A11304

7 of 8



between the amplitude and the electron density. Based on
the simulation results, it is found that the MLT and SLT
Es layers can be separated by considering the shape of
SNR profiles. A large amount of the F-3 SNR data recorded
in three years has been used for the analysis in which the ID
index is defined. The distributions of the MLT Es layer in
the four seasons are in agreement with those obtained in
previous studies. The wind shear information obtained from
HWM07 in four seasons in 2010 is compared with the global
distribution for the MLT Es layer. Furthermore, the com-
parison of the MLT and SLT Es layers shows that the maxID
distributions of both layers are different while the distribu-
tions of the maxID altitude are similar. Unlike the MLT
Es layer, which is probably formed by wind shear, the SLT
Es layer is mainly associated with the solar zenith angle.
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